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Two Thousand Feet Underground, a Once-in-a-Century 
Discovery That Shaped Particle Physics
The IMB detector was built to look for proton decay, but an unexpected neutrino 
measurement defined its legacy.

BY ERICA K. BROCKMEIER

I n a distant galaxy more than 
150,000 years ago, a blue giant 

star exploded, spraying particles — 
including neutrinos, one of the most 
elusive subatomic particles known 
— across space.

Then, in the 1980s, neutrinos 
from this supernova were picked up 
by the Irvine-Michigan-Brookha-
ven detector deep underground in 
Ohio. The discovery marked one of 
the first measurements of neutri-

nos from beyond our solar system, 
helped kickstart the field of observa-
tional neutrino astronomy, and pro-
vided a starting point that next-gen-
eration neutrino detectors continue 
to build on.

But the discovery was also lucky: 
The detector was built primarily to 
study proton decay, rather than neu-
trinos. “When you build a new de-
tector with new capabilities, you're 
sensitive to things that you never 

expected,” says Henry Sobel, a phys-
ics professor at the University of 
California, Irvine, and one of IMB’s 
original collaborators. The unex-
pected supernova would shape the 
legacy of IMB, which was recently 
recognized as an APS Historic Site 
for its role in neutrino science.

In the mid-1970s, teams of phys-
icists were racing to build detectors 
that could measure proton decay, 
a hypothesized phenomenon that 
would confirm Howard Georgi and 
Sheldon Glashow’s new Grand Uni-
fied Theory, one that sought to unite 
three of the four fundamental forces 
of nature. The winner emerged in 
Painesville, Ohio, a small city north-
east of Cleveland: The IMB detector, 
the world’s first kiloton-scale nucle-
on decay detector, began collecting 
data in 1982.

To look for proton decay, the IMB 
detector would need to track more 
than a nonillion (1030) protons at 
once. If the lifetime of a proton is 
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A diver in the IMB’s tank.  Credit: IMB Collaboration/UMichigan

Ruben Verresen.  Credit: Yana D. Petri

W hen 12-year-old Ruben Ver-
resen found his older broth-

er’s physics textbook and started 
reading it, he was miffed. The book 
held clues to the secrets of the uni-
verse, and no one had thought to tell 
him?

Now an assistant professor of 
molecular engineering at the Uni-
versity of Chicago, Verresen is the 

winner of the APS George E. Valley 
Jr. Prize, which recognizes early-ca-
reer scientists who have made out-
standing contributions to physics 
that are likely to impact the field 
dramatically. Verresen received the 
prize for his pioneering work on ma-
ny-body quantum physics.

D ecades ago, when applying to 
college in India, Bharat Ratra 

missed a score cutoff for entrance 
into one of his preferred engineering 
programs. That pushed him into phys-
ics — a lucky accident for the young 
Ratra, who would go on to become a 
distinguished professor in theoretical 
physics at Kansas State University.

Today, Ratra is the recipient of 
the 2025 Julius Edgar Lilienfeld 
Prize for his pioneering research 
in cosmology and particle astro-
physics, and for his dedication to 
students and public engagement 
outside the classroom. “There are 
so many people whom I admire who 
have been previous recipients,” says 
Ratra, so having his own work recog-
nized is “pretty humbling.”

Although he’s best known for 
his contributions to the quantum 
mechanics of cosmic inflation and 
dynamics of dark energy, Ratra at 
times faced a less certain path.

Many Indian schools in the 1970s 
lacked funding for high-grade lab 
equipment, so Ratra often found 
college labs “pretty frustrating,” he 

Bharat Ratra.  Credit: Kansas State University

Nobel Prize: Mimicking Human Intelligence with 
Neural Networks
The 2024 Nobel Prize in Physics honors pioneering work on artificial neural networks, which 
provided the foundation for many of the artificial intelligence technologies in use today.

BY MICHAEL SCHIRBER

C ertain processes in the brain, 
such as recognition and clas-

sification, can be modeled as in-
teractions of artificial neurons, or 
“nodes,” in a highly interconnect-
ed network. This physics-inspired 
approach to human learning has 
been recognized with the 2024 No-
bel Prize in Physics. John Hopfield 
from Princeton University and Geof-
frey Hinton from the University of 
Toronto share this year’s prize for 
their work on artificial neural net-
works, which have become the basis 
of many artificial intelligence (AI) 
technologies, such as facial recogni-
tion systems and chatbots.

An artificial neural network is a 
collection of nodes, each of which 
has a value that depends on the val-
ues of the nodes to which it’s con-
nected. In the early 1980s, Hopfield 
showed that these networks can be 
imprinted with a kind of memory 
that can recognize images through 
an energy-minimization process. 
Building on that work, Hinton 
showed how the couplings between 
nodes could be tuned (or “trained”) 
to perform specific tasks, such as 
data sorting or classification. To-
gether, the contributions of these 
physicists set the stage for today’s 
machine learning revolution.

Neurons in the brain communi-
cate with each other through syn-
apses, and the number of synaps-
es connected to any given neuron 
ranges from a handful to several 
thousand. Early studies in the 1940s 
showed that the firing activity of a 
particular neuron — the electrical 

John Hopfield and Geoffrey Hinton.  Credit: Ill. Niklas Elmehed © Nobel Prize Outreach 

pulses it generates — depends on 
the inputs received from connected 
neurons. Moreover, connected neu-
rons that fire simultaneously can 
develop stronger mutual connec-
tions, eventually leading to memo-
ries that are encoded in the relative 
synaptic strengths. Many research-
ers became interested in reproduc-
ing this neural behavior in digital 
networks in which nodes replaced 
neurons and couplings replaced 
synapses. But solving real problems 
with these artificial neural networks 
proved computationally challeng-
ing.

Neurons in the brain are con-
nected through synapses. One pop-
ular model of learning is that these 
connections become stronger (or 
weaker) depending on the correlat-
ed activity of the two connected 
neurons. Artificial neural networks 
are built on the principle that the 

strengths of connections between 
nodes can be tuned to produce a de-
sired result.

In 1982, Hopfield opened a way 
forward. He proposed a simple net-
work based on many-body physical 
systems, such as the atomic spins 
inside a magnetic material. In anal-
ogy with a neural network, each 
spin (or node) has a specific value 
based on its orientation, and that 
spin value can affect nearby spins 
through magnetic interactions (or 
couplings). The spins settle into a 
stable configuration based on the 
strengths of those interactions.

Taking spin physics as inspira-
tion, Hopfield set up a network of N 
nodes connected through weighted 
couplings. Each node had a value of 
either 0 or 1, which could be changed 
(during random updates) depending 
on the weighted sum of all the other 

says. “It was easier to get better at 
the math and do more theoretical 
things.” He excelled in all his early 
theory-intensive physics courses, 
and when the class “had the chance 
to do relativity,” he was hooked.

In 1981, Pakistani theoretical 
physicist Abdus Salam, recipient of 
the 1979 Nobel Prize in Physics, was 
invited to India to deliver a series 
of talks on his work to develop the 
standard electroweak model, which 
would later evolve into the Standard 
Model. When Salam visited Delhi, 
Ratra — then an undergrad at the 
Indian Institute of Technology — 

Physicist Wins Valley Prize for Work 
on Many-Body Quantum Physics
Ruben Verresen’s pioneering work may someday advance in 
quantum computing.

BY KENDRA REDMOND

Bharat Ratra, Winner of Lilienfeld 
Prize, on What’s Next for Cosmology
Ratra thinks physicists may answer questions about dark 
energy and the universe’s geometry within a decade.

BY LIZ BOATMAN

A Publication of the American Physical Society aps.org/apsnews November 2024  |  Volume 33  |  Number 10

https://www.aps.org/about/news/2024/08/morton-salt-mine-historic-site
https://www.aps.org/about/news/2024/08/morton-salt-mine-historic-site
https://www.aps.org/funding-recognition/prize/george-valley-prize
https://www.aps.org/funding-recognition/prize/george-valley-prize
https://www.aps.org/funding-recognition/prize/george-valley-prize
https://www.aps.org/funding-recognition/prize/julius-edgar-lilienfeld-prize
https://www.aps.org/funding-recognition/prize/julius-edgar-lilienfeld-prize
https://iopscience.iop.org/article/10.3847/1538-4357/835/1/26
https://iopscience.iop.org/article/10.3847/1538-4357/835/1/26
http://aps.org/apsnews


Vacuum Tube continued on page 5

THIS MONTH IN PHYSICS HISTORY

Penguins continued on page 4

Series II, Vol. 33, No. 10
November 2024

© 2024 American Physical Society

APS COUNCIL OF REPRESENTATIVES 2024

President 
Young-Kee Kim*, University of Chicago

President-Elect 
John M. Doyle*, Harvard University 

Vice President 
Brad Marston*, Brown University

Past President 
Robert Rosner*, University of Chicago

Chief Executive Officer 
Jonathan A. Bagger, American Physical Society

Speaker of the Council 
Peter Schiffer*, Princeton University

Treasurer 
David G. Seiler*, Retired, National Institute of Standards 
and Technology

Editor in Chief 
Randall Kamien*, University of Pennsylvania

Corporate Secretary 
Jeanette Russo, American Physical Society 

General Councilors 
Gabriela Gonzalez, Kandice Tanner*, Nai-Chang Yeh*, 
Laura Cadonati

International Councilors 
Karen Hallberg*, Omololu Akin-Ojo, Xun-Li Wang*,  
Luisa Cifarelli

Chair, Nominating Committee 
Karen Daniels, North Carolina State University

Chair, Panel on Public Affairs 
Don Lamb, University of Chicago

Division, Forum, and Section Councilors
Division Councilors: Brian Fields (Division of 
Astrophysics), David Weiss* (Division of Atomic, 
Molecular and Optical Physics), Daniel Fisher (Division 
of Biological Physics), Tanja Cuk (Division of Chemical 
Physics), Dragana Popovic (Division of Condensed Matter 
Physics), Amy Liu (Division of Computational Physics), 
Howard Stone (Division of Fluid Dynamics), Manuela 
Campanelli (Division of Gravitational Physics), Kristan 
Corwin (Division of Laser Science), Peter Schiffer* 
(Division of Materials Physics), John Wilkerson* 
(Division of Nuclear Physics), Robert Bernstein (Division 

of Particles and Fields), Bruce Carlsten (Division of 
Physics of Beams), Michael Brown (Division of Plasma 
Physics), Karen Winey (Division of Polymer Physics), 
Kenneth Brown (Division of Quantum Information), 
Peter Olmsted (Division of Soft Matter)
Forum Councilors: Xuan Chen (Forum on Early Career 
Scientists), Laurie McNeil* (Forum on Education), to 
be determined (Forum on Graduate Student Affairs), 
Catherine Westfall (Forum on the History and 
Philosophy of Physics), James Adams (Forum on 
Industrial and Applied Physics), William Barletta* 
(Forum on International Physics) 
Section Councilors: Kenneth Podolak (New York State), 
Nadia Fomin (Southeastern Section)

Senior Leadership Team
Jonathan A. Bagger, Chief Executive Officer;  
Rachel Burley, Chief Publications Officer; 
Mark Doyle, Chief Information Officer;
Jane Hopkins Gould, Chief Financial and Operating Officer;
Hassana Howe, Chief Experience and Engagement Officer;
Beth Gunzel, Chief Human Resources Officer;
Francis Slakey, Chief External Affairs Officer.

* Members of the APS Board of Directors

Editor ...................................................................................................................................................................................... Taryn MacKinney 
Correspondents .............................................................................................Liz Boatman, Elizabeth Fernandez, Alaina Levine,  

Kendra Redmond, Michael Schirber, Clare Zhang 
Design and Production ........................................................................................................................................................ Meghan White

APS News is published 10 times per year by the Amer-
ican Physical Society, One Physics Ellipse, College 
Park, MD 20740-3844, (301) 209-3200. It contains 
news of the Society’s units, events, initiatives, and 
people; opinions; and related information.

Subscriptions: APS News is a membership publi-
cation. To become an APS member, visit aps.org/
membership/join. For address changes, please email 
membership@aps.org with your old and new ad-
dresses; if possible, include a mailing label from a 

recent issue. Postmaster: Send changes to the APS 
mailing address above (please address to “APS News, 
Membership Department”). 

We welcome letters to the editor. You can reach 
us by email at letters@aps.org, or by mail at the ad-
dress above (please address to “Editor, APS News”). In-
clude your mailing address (if mailed), and email. If 
we publish a letter, we may edit for length and clarity.

Coden: ANWSEN ISSN: 1058-8132

APSNews2 • November 2024

ment to the probe — but only when 
the probe was positively charged. 
Noting that the current varied with 
voltage, Edison patented a lamp-
style voltage indicator, but his inves-
tigation didn’t go much deeper.

The current — dubbed the Ed-
ison effect — intrigued scientists, 
including Fleming. But no existing 
theory explained the phenomenon: 
It was the mid-1880s, and the dis-
covery of electrons was more than 
a decade away. Scientists reasoned 
that the filament discharged nega-
tive carbon molecules.

Fleming began experimenting 
with Edison effect lamps, which 
consisted of an incandescent bulb 
containing an extra plate electrode 
with an external connection. Over 
the next several years, he repeated 
Edison’s experiments and conduct-
ed his own, testing an assortment of 
filament and bulb designs.

Fleming noted that the bulb’s 
negative leg was the “active agent” 
producing the Edison effect, and 
the space inside the bulb conducted 
only “negative electricity.” He also 
found that when the lamp was ac-
tivated by an alternating current, a 
continuous current flowed through 

a galvanometer connected between 
the extra electrode and either ter-
minal.

“The glow lamp and the electric 
arc have revolutionized our meth-
ods of artificial lighting,” he wrote in 
an 1890 paper for the Royal Society 

APSNews

“Few inventions can have brought their inventors so 
much distress, disappointment and trouble,” wrote 
Geroge Shiers in a 1969 Scientific American article.

The Physicist Who Tracks Penguins 
From Space
As a student, Heather Lynch heard a speech by Al Gore that 
changed her career trajectory.

BY ALAINA G. LEVINE

Heather Lynch visits Cape Lookout in Antarctica.  Credit: Jeff Topham

P hysicists have long conducted 
research with space-based in-

struments. But at Stony Brook Uni-
versity, one physicist uses satellites 
to study something unusual: pen-
guin poop.

Heather  J. Lynch, a quantitative 
ecologist at Stony Brook’s Institute 
for Advanced Computational Sci-
ences, has developed computer vi-
sion tools that enable satellites to 
map penguin guano, which is pink 
in color. The guano can reveal the 
size, health, and movements of Ant-
arctic penguins — and how stress-
ors like climate change, tourism, 
and overfishing affect their popula-
tions. “The colony that is declining 
in abundance is a very different spa-
tial patterning than a colony that's 
growing in abundance,” Lynch says. 
Her team also used the method to 
discover one of the largest penguin 
colonies on the continent, in a re-
gion called the Danger Islands.

“My physics background has been 
really influential,” she says. Viewed 
from space, the penguin colonies 
take on strange shapes, like “spots 
on the ground, or stripes, or com-
plex labyrinthine patterns.” With 
years of condensed matter physics 
and statistical mechanics under her 
belt, she says, “I ended up on this re-
ally long journey to understand the 
physics of penguin colonies.” 

10 years into the project, Lynch 
is still figuring out how the groups 

move. “They actually form a liquid 
order in the colony, [and] you can 
treat them as little atoms,” she says, 
with “spontaneous symmetry break-
ing…driving a lot of this pattern for-
mation.” 

Lynch became enamored with 
physics while at Princeton Univer-
sity. She focused her undergradu-
ate thesis on quantum dots, which 
earned her the APS Apker Award, 
and then started her doctoral degree 
in physics at Harvard. “I liked what 
I was doing in physics,” she says. “It 
remained very challenging and ex-
citing.” 

But when Al Gore visited campus 
and delivered his famous presen-
tation on global warming, Lynch 
was captivated. “This seemed like 
a problem that I should be working 
on,” she remembers thinking. After 
earning her master’s degree in phys-
ics, she transferred to the biology de-
partment for her doctorate.

Today, in her new role as Director 
of Stony Brook’s Collaborative for 
the Earth initiative, Lynch unites ex-
perts whose work relates to climate 
change, whether via chemistry, the 
humanities, or physics. “I’m really 
trying to break down the traditional 
disciplinary barriers that keep these 
people from talking to one another, 
to make sure that we are in a posi-
tion to tackle the really big environ-

THIS MONTH IN PHYSICS HISTORY 

Nov. 16, 1904: John Ambrose Fleming Patents the 
Vacuum Tube
Fleming’s innovation kickstarted the age of electronics.

BY KENDRA REDMOND

J ust one month after he con-
ceived of the idea, British engi-

neer John Ambrose Fleming patent-
ed the vacuum tube. Although the 
device would bring him some grief, 
its ability to convert alternating 
current into direct current would 
revolutionize communication and 
broadcasting, kicking off the elec-
tronics era.

“Just as the double helix inaugu-
rated the age of molecular biology, 
Fleming’s vacuum tube inaugurated 
the age of electronics — and domi-
nated it until the advent of the tran-
sistor,” said Fred Dylla 
and Steven Corneliussen 
in a 2005 paper in the 
Journal of Vacuum Science 
& Technology A.

Although the design 
came together quickly, 
the physical concepts 
it exploited had been 
swirling around Flem-
ing’s brain for years. As a 
teenager, he’d displayed 
an aptitude for math and 
science and a fascination 
with electromagnetism. 
He studied under James 
Clerk Maxwell at Cam-
bridge University and 
worked in the newly 
established Cavendish 
Laboratory, benefiting 
from what he later called 
Maxwell’s “supreme ge-
nius” for two years before 
Maxwell’s death in 1879.

After receiving a 
Ph.D., Fleming became 
the science advisor of the Edison 
Electric Light Company’s London 
branch. Thomas Edison’s incandes-
cent lamps — consisting of a car-
bon filament enclosed in an evac-
uated glass bulb — were lighting 
up the United States, and the new 
branch was tasked with operating 
his lighting systems and genera-
tors in Great Britain.

This positioned Fleming “to in-
vestigate carefully some of the prob-
lems connected with the physics of 
the incandescent lamp,” he wrote in 
his book The Thermionic Valve and its 
Developments in Radiotelegraphy and 
Telephony.

In one of Edison’s experiments 
with early lamps, he had inserted a 
metal probe into an incandescent 
bulb. The probe was attached to 
a galvanometer, which measures 
electric current. Edison noticed that 
charge flowed from the glowing fila-

of London, “but they present them-
selves also as subjects of scientific 
study, by no means yet exhausted of 
all that they have to teach.”

Around the time Fleming start-
ed the experiments, he accepted an 
invitation to establish and chair an 
electrical engineering department 
at University College London, En-
gland’s first such department, where 
he lectured regularly and conducted 
research.

He began a new role around 
the turn of the century, this time 
as scientific advisor for Guglielmo 

Marconi’s Wireless Te-
legraphy Company. The 
young Marconi was earn-
ing a name for himself by 
demonstrating long-dis-
tance wireless commu-
nication using radio 
technology. He enlisted 
Fleming’s help for the 
first wireless transatlan-
tic transmission, which 
took place in 1901. While 
proclaimed a success, 
the transmission under-
scored two difficulties 
plaguing radio commu-
nication: signal detec-
tion and amplification.

Marconi’s technolo-
gy could transmit radio 
waves over long distanc-
es, but the instruments 
for detecting the oscillat-
ing signals and translat-
ing them into direct cur-
rent were noisy, finicky, 
and often unreliable.

The coherer, which converted al-
ternating current to direct current, 
was “about as exasperating a tool 
for the purpose of making quanti-
tative measurements as one could 
well imagine,” John Turner MacGre-
gor-Morris wrote in a 1955 article for 
the Royal Society’s Notes and Records.

While mulling over the problem 
in October 1904, Fleming was struck 
by a flash of insight. He could create 
an electronic rectifier by placing an 
open metal cylinder around the fil-
ament of an incandescent bulb with 
an outside connection. When insert-
ed in the circuit, “this at once gave 
us a means for converting the fee-
ble but rapid to-and-fro motions of 
electricity in an aerial wire . . . into a 
current of electricity all in the same 
direction,” Fleming recalled in a 1923 
talk broadcast by the BBC. The vacu-
um tube was born.

Just a month later, the patent 
application was in. Fleming knew 
he was on to something, but his de-
vice came at a cost. “Few inventions 
can have brought their inventors so 
much distress, disappointment and 

John Ambrose Fleming.
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US Puts Export Controls on 
Quantum Computers
Entities must be licensed to export key components, and 
they must disclose when certain foreign nationals are 
working on the technology in the U.S.

BY CLARE ZHANG

I n September, the Commerce De-
partment announced export con-

trols on quantum computing tech-
nologies, alongside new controls 
for advanced semiconductors and 
additive manufacturing technolo-
gies. The controls cover key equip-
ment, materials, and software used 
in quantum computers, as well as 
some complete computers.

The department stopped short 
of requiring licenses for foreign na-
tionals to work with these technolo-
gies in the U.S., instead implement-
ing new disclosure requirements for 
certain foreign nationals. However, 
it has reserved the right to add li-
cense requirements in the future 
and is seeking input on what effects 
they would have.

The interim final rule, issued by 
the department’s Bureau of Indus-
try and Security, requires entities to 
obtain a license before exporting the 
items, with exceptions for countries 
that have implemented equivalent 
controls, making it “significantly 
more difficult for our adversaries to 
develop and deploy these technolo-
gies in ways that threaten our col-
lective security,” said BIS head Alan 
Estevez in a press release.

Sharing controlled technology 
with foreign nationals in the U.S. is 
generally subject to “deemed” export 
controls — the transfer is consid-
ered an export despite occurring in-
side the country. However, in recog-
nition of the importance of foreign 
nationals to the U.S. quantum work-
force, the rule creates exceptions for 
deemed exports, even for individu-
als from countries identified by the 
government as posing national se-
curity concerns or subject to arms 
embargoes, referred to as D:1 and 
D:5 countries respectively, such as 
China, Russia, and Iran.

The rule instead requires entities 
that share controlled quantum tech-
nology with these foreign nationals 
to record what information they re-
lease and to whom.

“What BIS is doing is sort of keep-
ing the status quo and gathering 

President Joe Biden observes quantum computing equipment at an IBM facility.  
Credit: Adam Schultz / White House

information about D:1 and D:5 na-
tionals working in quantum in the 
U.S., almost certainly with an eye to 
deciding a year or something from 
now whether that should change,” 
former senior BIS official Kevin Wolf 
said in an interview.

The quantum controls on exports 
to certain allies enter effect on Nov. 
5, while the rest of the new controls 
went into effect the day of the an-
nouncement, Sept. 6. The rule in-
cludes a request for public comment 
on the prospect of adding deemed 
export license requirements for D:1 
and D:5 countries, as well as ideas 
for ways to address national securi-
ty concerns without using deemed 
export licenses. BIS will accept com-
ments on the new rule through Nov. 
5.

Carl Williams, a quantum tech-
nology consultant and former NIST 
scientist, said that aligning U.S. 
controls with international part-
ners is a positive move, but that the 
new reporting requirements pose a 
burden for young or small quantum 
companies.

“The big companies that deal 
with this, they have the infrastruc-
ture in place,” he said. “The small 
companies, they will have to consult 
lawyers and get advice and learn 
how to do it, and then they will have 
to continually follow requirements... 
It just doesn’t come cheap to a start-
up.”

Kate Timmerman, CEO of the 
Chicago Quantum Exchange, said 
the rule aims to minimize disrup-
tions to international collaboration. 
“They very intentionally focused 
[the export controls] in a way where 
it would not actually inhibit R&D 
going on both within the United 
States, as well as collaborative re-
search that goes on between U.S. 
and international researchers,” she 
said.

Clare Zhang is a science policy reporter 
at FYI, published by the American Insti-
tute of Physics.

A Time Standard for the Moon — Thanks to General 
Relativity
As part of an effort to establish a lunar time standard, researchers have used relativity to 
calculate time differences between Earth and the Moon. 

BY ELIZABETH FERNANDEZ

M ore than 50 years after their 
last visit, humans are prepar-

ing to go back to the Moon. As part 
of the Artemis program, NASA plans 
to land a pair of astronauts near the 
Lunar South Pole within the next 
few years, and other crewed mis-
sions are scheduled to be launched 
moonward in the coming decade. 
While this next generation of lunar 
explorers is getting ready, scientists 
on Earth are working out a new way 
to keep good time on the Moon.

Using Einstein’s general relativ-
ity theory, these researchers have 
precisely calculated the expected 
differences between lunar and ter-
restrial clocks. The effort could help 
establish a time standard for the 
Moon, which would be instrumental 
in coordinating lunar exploration 
activities.

Technology has come a long way 
since the last Apollo mission in 
1972. GPS navigation, for example, 
didn’t exist for the Apollo astronauts 
as they explored the Moon’s rocky 
expanses, but nowadays practically 
every phone is equipped with a GPS 
app to help us locate a restaurant or 
find the fastest route to home. GPS 
systems compute your location by 
measuring the time it takes a sig-
nal to travel between a GPS satellite 
and the receiver in your phone. But 
this computation only works by tak-
ing into account general relativity, 
which says that time ticks slower 

in stronger gravitational fields. If 
we take sea level as our reference 
point, then clocks at higher altitude 
— where gravity is weaker — will 
run faster. Clocks in satellites expe-
rience even less of Earth’s gravity, so 
they should run faster still (but the 
net rate will also depend on time-di-
lation effects coming from the sat-
ellite’s orbital motion). The typical 
GPS satellite runs about 38 µs faster 
per day compared to a sea-level clock 
at rest.

The Moon is even higher with-
in Earth’s gravitational field, but it 
also has its own gravity. The rate at 
which a clock will run on the Moon 
is complicated to compute, as it will 
depend on the clock’s position and 
speed relative to Earth. “With the 
increasing number of lunar mis-
sions in the next decade, it will not 
be practical or feasible for each of 
those individual missions to obtain 
their respective times via a link with 

NASA’s Artemis program aims to establish a human presence on the Moon. The 
uncrewed Artemis I mission (shown here in June 2022) was completed in December 
2022. A crewed lunar flyby (Artemis II) is scheduled for September 2025, and a 
crewed Moon landing (Artemis III) is planned for September 2026. To aid these 
efforts, scientists are working on an independent lunar timekeeping system.  Credit: 
NASA/Ben Smegelsky
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When Verresen, who is originally 
from Belgium, began a theoretical 
physics master’s program at the 
Perimeter Institute in Canada, he 
was enthusiastic about exploring 
the wide range of topics — except 
for quantum-body physics, which 
didn’t seem as interesting. But 
when the program exposed him to 
the field’s frontiers, he did an about-
face. “That’s where the most excit-
ing stuff is,” he says now.

Part of what he finds so fascinat-
ing is the richness that can emerge 
from basic principles. Consider 
chess, Verresen says. Knowing the 
rules can give you a sense of the 
game, but not all the strategies and 
gameplay those rules can yield. 
Similarly, knowing the fundamen-
tal laws of nature can give you a 
sense of how the universe operates, 
but not all the behaviors, proper-
ties, and laws that can emerge from 
them.

Daily life is full of emergent 
structures. Water is one example, 
he says. At the molecular level, it’s 
composed of many H2O molecules 
bouncing around, “but as you zoom 
out, there's this effective notion of a 
wave.” Waves have measurable sizes 
and speeds, they can travel and in-
terfere, and there are equations that 
describe their behavior, he says. 
“Where did these laws come from?”

Verresen explores collective be-
haviors that could emerge in sys-
tems where “the weirdest theory we 
have” applies — quantum physics. 
Over the last 100 years, scientists 
have discovered rich emergent 
structures in these systems, he 
says, first by exposing solid-state 
systems to ultracold temperatures 
and, more recently, with well-con-
trolled quantum platforms. The 
platforms enable experimentalists 
to precisely arrange many atoms 
and fine-tune the parameters to 
encourage specific collective behav-

iors. They’re becoming increasingly 
capable.

Scientists can probe and mea-
sure systems in ways never before 
possible, says Verresen. For the-
orists like him, the platforms are 
playgrounds. Experimentalists can 
figure out what’s possible, and theo-
rists can dream up ideas to explore. 
Then, the two groups can collabo-
rate on experiments, with the re-
sults fueling new explorations.

Quantum computing is a strong 
motivation for these types of proj-
ects. “To build a quantum comput-
er, you're going to need an immense 
amount of control, and you're going 
to need a lot of qubits,” Verresen 
says. “It's very naturally in unison 
with studying many-body quantum 
physics.”

Theorists have predicted that 
under the right conditions, certain 
states will emerge in materials or 
systems that are especially valuable 
for quantum computing applica-
tions. In the past, experimentalists 
have struggled to realize and stabi-
lize many of these states, but tech-
nology is catching up. And thanks 
to Verresen and his colleagues, 
there’s a versatile tool at their dis-
posal: measurement.

People usually think of measure-
ment as a passive way to gather 
information, says Verresen, “but in 
quantum physics, measurement is 
a very active process.”  As a postdoc 
at Harvard University and then at 
both Harvard and MIT, Verresen 
collaborated closely with Ashvin 
Vishwanath and Caltech’s Nathan-
an Tantivasadakarn in theorizing 
how experimentalists could use the 
act of measurement to chisel away 
at one quantum state in order to 
sculpt another desired state.

For example, Verresen says, “If I 
measure every other atom, can the 
[wavefunction of the] remaining at-
oms collapse so that we get a new 

emergent structure arising from it?”
The chiseling approach worked. 

In early 2024, the trio and collabora-
tors from the quantum computing 
company Quantinuum published 
the results of an experimental study 
in Nature. On the company’s newest 
quantum platform, the team uti-
lized measurement to realize an 
elusive and sought-after quantum 
state known as a non-Abelian to-
pological phase. The state poten-
tially holds promise for computing 
because it produces quasiparticles 
that can store information.

Verresen isn’t focused on quan-
tum computing, although he says 
it’s a bonus that his work on quan-
tum processors may contribute to 
advances in the field. “My primary 
interest in this topic is the beauty 
of these emergent structures and 
what it can teach us about funda-
mental aspects of many-body quan-
tum states,” he says.

He’s also intrigued by the origin 
of emerging phenomena and their 
relationship to the fundamental 
laws of the universe. Some emer-
gent notions seem universal but ar-
en’t “fundamental” in the tradition-
al sense of the word, Verresen says. 
If you have a quantum system “that 
interacts a bit, and you zoom out 
and all these structures can emerge, 
it does really invite the notion of, 
How much do we need to presume 
as fundamental?”

In August, Verresen started his 
role at the University of Chicago, 
where he’s busy setting up a group 
to explore an assortment of topics 
under the many-body quantum 
umbrella. When he’s not consumed 
with academic responsibilities, he 
lets his mind wander, wondering 
and playing with physics concepts. 
There are still secrets to uncover.

Kendra Redmond is a writer based in 
Minnesota.
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APS Partners with Scientific Societies to Fight Federal 
Anti-DEI Legislation
Recent bills target funding for diversity, equity, and inclusion programs at federal agencies.

BY TAWANDA W. JOHNSON

Recent legislation has sought to cut funding to 
diversity, equity, and inclusion programs at federal 
agencies, including NASA and the Department of 
Energy.  Credit: JHVEPhoto - stock.adobe.com

A PS and two leading 
physics societies are 

launching a grassroots cam-
paign to protect diversity, eq-
uity, and inclusion initiatives, 
which have been targeted by 
recent proposed federal legis-
lation.

APS and the two societ-
ies — the National Society 
of Black Physicists and the 
American Association of 
Physics Teachers — support 
programs to increase the 
number of people from under-
represented groups in phys-
ics. The societies are increasingly 
concerned that a spate of proposed 
bills, which would cut funding for 
DEI offices and programs at federal 
science agencies, will harm efforts 
to recruit skilled individuals from 
underrepresented groups to pursue 
STEM careers.

In July, leaders from APS, NSBP, 
and AAPT met with members of 
Congress on Capitol Hill to share 
their concerns about the legislation. 
The event was supported by a Ven-
ture Fund grant from the American 
Institute of Physics.

During the 2025 fiscal year ap-

propriations process, all 12 appro-
priations bills in the House of Rep-
resentatives included provisions 
to bar funding for executive orders 
around DEI programs and training. 
Additional provisions would pre-
vent funding for DEI offices and pro-
grams at the National Science Foun-
dation, the Department of Energy, 
the National Institute of Standards 
and Technology, and NASA.  

“On an organizational level, just 
the threat of this language in these 
bills becoming the law of the land 
has had a negative effect on our pro-
grams,” said Stephen Roberson, the 

NSBP president. “For example, 
some university and depart-
ment leadership have discour-
aged or not supported their 
students’ participation in our 
National Conference or Stu-
dent Leadership Development 
Summit, when this was not an 
issue in the past.” 

“I hope that our member-
ship starts to understand 
that they have real power to 
make change, whether that be 
through legislative means or 
by self-organizing to be better 
problem-solvers than the cur-

rent decision-makers,” he said.
Beth Cunningham, the execu-

tive officer of AAPT, shared similar 
sentiments. “We are concerned that 
anti-DEI legislation will impact the 
participation of AAPT members in 
events and programs that focus on 
creating systemic, structural chang-
es leading to equity and excellence,” 
she said. “Now more than ever, we 
need all students to say they belong 
in physics classrooms and can see 
themselves doing physics.”

Tawanda W. Johnson is the senior pub-
lic relations manager at APS.
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A PS is pleased to announce 
the results of the 2024 gen-

eral election. Congratulations 
to our newly elected leaders! All 
terms begin on Jan. 1, 2025. Learn 
more about the winners at go.aps.
org/genelect.
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mental challenges,” she says, refer-
ring to herself as a “chief cat herder.”

“That's been nice to exercise 
those muscles [and] have at least 
a toe in all of these different disci-
plines,” she says.

Many of Lynch’s research find-
ings are referenced by lawmakers, 
and for 20 years, she has supported 
Antarctic treaty negotiations, pro-
viding information to world govern-
ments and building tools for policy-
makers to use when they designate 
protection zones. As a result of 
Lynch’s penguin investigations, the 
proposed marine protected area for 
the Western Antarctic Peninsula, 
currently under consideration, was 
expanded by about two million hect-
ares to include the Danger Islands. 

“It's the best example I can think 
of where you have a technological 
discovery, which is that we can find 
penguins from space, [and] we con-
firm it on the ground, and then it 
feeds directly into improved man-
agement,” she says. “This area which 
was thought to be a penguin desert 
is now a penguin hotspot, and it's 
under protection now.”

Because of the robustness and 
reliability of the satellite monitor-
ing techniques, ecologists are now 

using them to track other species, 
including walruses, elephants, and 
even cows. She is also contributing 
to a project that will map mammals 
near Chernobyl, where radiation lev-
els prevent investigators from tak-
ing data on the ground. 

Lynch is celebrating, too. This fall, 
the American Association for the 
Advancement of Science honored 
her team with the Golden Goose 
award, which spotlights scientific 
studies “that may have seemed ob-
scure, sounded ‘funny,’ or for which 
the results were totally unforeseen 
at the outset,” but have benefited 
humanity.

Lynch believes physics has been 
key to her success. “I couldn't do 
what I do now without that back-
ground, so my advice is to be confi-
dent that the background you’ve re-
ceived in physics is going to take you 
far and wide,” says Lynch. 

After all, “who's going to save us 
from climate change?” she adds. “It's 
going to be the physicists.”

Alaina G. Levine is a professional 
speaker, STEM career coach, and author 
of Networking for Nerds (Wiley) and 
Create Your Unicorn Career (forth-
coming).

nodes to which it was coupled. He 
defined an “energy” term based on 
the relative alignment of the con-
nected nodes and showed that the 
network evolved toward a low-ener-
gy state.

Hopfield then showed that this 
spin-based neural network could 
store and retrieve a “memory” in one 
of the low-energy (stable) states. A 
real-world example would be mem-
orizing a pattern in an image. Here, 
the network nodes are associated 
with the pixels on a screen, and the 
couplings are tuned so that the out-
put (or stable state) corresponds to a 
target image, which might be, for ex-
ample, the letter “J.” If the network 
is then initialized with a different 
(input) image — say, that of a highly 
distorted or poorly written “J” — the 
node values will naturally evolve the 
image to the network’s stable state. 
This process illustrates the net-
work associating the input with the 
stored “J”-pattern memory.

The practical uses of the Hop-
field network drew the interest of 
other researchers, including Hinton. 
In the mid-1980s, he and his col-
leagues developed a network called a 
Boltzmann machine, in which each 
possible node configuration is as-
signed a probability based on its en-
ergy. The researchers devised an al-
gorithm that adjusted the network’s 
couplings so that the probability 
distribution matched the statisti-
cal distribution in the target data. 
To make the method more effective, 
Hinton and colleagues introduced 
the idea of “visible” layers of nodes 
that are used for inputs or outputs 
and separate “hidden” layers that 
are still part of the network but not 
connected with the data. A variant 
on this design, called the restricted 
Boltzmann machine, became a pre-
cursor to deep-learning networks, 
which are widely used tools in fields 
such as computer science, immu-
nology, and quantum mechanics.

Giuseppe Carleo, a machine 
learning specialist from the Swiss 
Federal Institute of Technology in 
Lausanne (EPFL), has used restrict-
ed Boltzmann machines to find the 

ground states and time evolution of 

complex quantum systems. He says 
that Hinton and Hopfield laid the 
groundwork for a mechanistic un-
derstanding of learning. “The most 
exciting part for me as a physicist is 
actually seeing a form of elementa-
ry intelligence emerging from first 
principles, from relatively simple 
models that can be analyzed with 
the tools of physics,” Carleo says.

Hinton was also instrumental 
in developing “backpropagation” 
for the training of neural networks. 
The method involves computing the 
difference between a network’s out-
put and a set of training data and 
then tuning the node couplings to 
minimize that difference. This type 
of feedback wasn’t new, but Hinton 
and his colleagues showed how add-
ing hidden layers could expand the 
utility of this process.

“This year’s Nobel Prize goes to 
two well-deserving pioneers,” says 
neural-network expert Stefanie 
Czischek from the University of Ot-
tawa in Canada. She says the work 
of Hopfield and Hinton showed how 

the principles of spin systems can 

extend far beyond the realm of ma-
ny-body physics. “Even though the 
Hopfield network and the restricted 
Boltzmann machine have both been 
replaced by more powerful architec-
tures in most applications, they laid 
the foundation for state-of-the-art 
artificial neural networks,” Czischek 
says.

Over the years, neural networks 
have blossomed into a host of AI al-
gorithms that recognize faces, drive 
cars, identify cancers, compose mu-
sic, and carry on conversations. At 
the Nobel Prize press conference, 
Hinton was asked about the future 
impact of AI. “It will have a huge in-
fluence, comparable to that of the 
industrial revolution,” he said. He 
imagines this influence will be wel-
come in some areas, such as health 
care, but he also expressed concern 
over the possibility that AI will exert 
a controlling influence on our lives.

Michael Schirber is a corresponding 
editor for Physics Magazine based in 
Lyon, France.

Neurons in the brain are connected through synapses. One popular model of 
learning is that these connections become stronger (or weaker) depending on the 
correlated activity of the two connected neurons. Artificial neural networks are 
built on the principle that the strengths of connections between nodes can be 
tuned to produce a desired result.  Credit: J. Jarnestad/Royal Swedish Academy of Sciences

Penguins — like the Adélie penguins shown here — “actually form a liquid order 
in the colony,” Lynch says, with “spontaneous symmetry breaking…driving a lot of 
this pattern formation.”  Credit: Heather Lynch
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A composite image of the Moon, with data from 1994.  Credit: NASA

Earth,” says Javier Ventura-Traveset, 
Lunar Navigation and Science Man-
ager at the European Space Agency.

This challenge prompted the 
White House to issue a memoran-
dum in April of this year to establish 
a time standard for the Moon by the 
end of 2026. Among the specifica-
tions for this lunar time, it should 
be independent of terrestrial clocks, 
accurate enough for navigation and 
science, convertible to Earth’s time, 
and scalable to other environments, 
such as Mars.

To help lay a framework for es-
tablishing a time standard on the 
Moon, Neil Ashby and Bijunath Pat-
la of the National Institute of Stan-
dards and Technology, Colorado, 
calculated the clock ticking rate on 
the Moon and proposed a method to 
sync clocks on Earth with those on 
the Moon. “You have to have an es-
timate that accounts for the effects 
of relativity so that when a real clock 
is put on the Moon, we can compare 
its accuracy,” says Patla.

He and Ashby started by treat-
ing the Moon as a satellite without 
its own gravitational potential. The 
same treatment is used to calculate 
the relativistic offset for GPS satel-
lites — the difference being that the 
distance from Earth is not 20,000 
km (for the typical GPS satellite al-
titude) but rather 380,000 km (for 
the Earth-Moon separation). In this 
simplified picture, the Moon’s clock 
would tick about 58 µs faster per day 
than on Earth.

But, unlike a GPS satellite, the 
Moon has significant gravity. To 
model this, the researchers used 
generalized Fermi frames, a coordi-
nate system that allowed them to 
treat Earth and the Moon togeth-
er in a free-falling inertial frame 
around the Sun. By doing this, they 
determined that time on the Moon 
runs 56 µs faster per day.

Similar calculations were per-
formed by Sergi Kopeikin from the 
University of Missouri and George 
Kaplan from the U.S. Naval Obser-
vatory, Washington, D.C. Like Ashby 
and Patla, these researchers found 
that time on the Moon runs on av-
erage 56 µs faster per day than on 
Earth. But Kopeikin and Kaplan use 
a formalism that includes higher 
order relativistic terms. “These ad-
ditional terms, although periodic, 
have a significant amplitude that 

affects lunar navigation,” Kopeikin 
says. He explains that accounting 
for these periodic terms could offer 
nanosecond-level accuracy to Earth-
to-Moon time conversion.

But knowing this conversion 
doesn’t solve all the issues of lunar 
timekeeping. “As the number of 
assets on the Moon increases over 
time and more robotic missions are 
planned, it is desirable that the rov-
ers communicate and navigate on 
the lunar surface autonomously and 
be less reliant on Earth-based com-
mand and control centers,” Ashby 
says.

To implement an Earth-indepen-
dent lunar time, Ashby and Patla 
suggest a network of clocks, both on 
the lunar surface and in orbit. This 
strategy would be similar to how 
a universal time is calculated on 
Earth. Across Earth’s surface, there 
is a network of hundreds of atomic 
clocks. Each of these clocks ticks 
at a slightly different rate, given 
its elevation. By correcting for the 
speed of these ticking clocks from 
general relativity, researchers have 
established a global reference called 
International Atomic Time (TAI). 
TAI is currently ahead of the Co-
ordinated Universal Time (UTC) by 
37 s, because UTC is adjusted with 
leap seconds to keep in sync with 
Earth’s rotation.

A network of clocks on the sur-
face of the Moon would offer a Co-
ordinated Lunar Time (LTC) that all 
space-faring nations could use. “An 
agreed-upon common lunar time 
reference will be essential to ensure 
the technical synchronization of lu-
nar-based interoperable infrastruc-
tures, the economic development of 
the Moon, and the proper execution 

of scientific activities on the lunar 
surface,” Ventura-Traveset says.

A lunar time standard would 
have other benefits with regards to 
astronaut health, says Ethan Wais-
berg of the University of Cambridge, 
who studies space-related medical 
conditions. Establishing an LTC 
“would ensure consistency in exper-
imental data logging by providing a 
standardized lunar time zone, mak-
ing it easier to compare data across 
various groups,” he says. Such 
comparisons are critical, he says, 
in understanding time-dependent 
conditions that affect astronauts, 
such as an eye-swelling effect called 
spaceflight-associated neuro-ocular 
syndrome.

To distribute time signals across 
the lunar surface, clocks could be 
flown in satellites around the Moon. 
Ashby and Patla also suggest plac-
ing satellites at Lagrange points — 
stable points in the gravitational 
potential of Earth and the Moon. 
“A Lagrange point has the property 
that an object placed there will re-
main there, so it doesn’t take much 
fuel for station keeping,” Patla says. 
These satellites could also serve as 
time-transfer links between clocks 
on Earth and those on the Moon.

Looking further ahead, establish-
ing a lunar time system could pro-
vide a better understanding of how 
relativity affects the speed of time 
on various celestial bodies, which 
might help us adapt our clocks for 
future destinations, such as Mars.

Elizabeth Fernandez is a freelance sci-
ence writer based in Raleigh, North Car-
olina. This article was published in the 
APS publication Physics Magazine.

1030 years, scientists could expect to 
see one proton decaying each year; if 
no decay is observed, it means that a 
proton’s lifetime is longer than 1030 
years.

To measure that many protons, 
the IMB team designed and built 
an 8,000-ton tank for 2.5 million 
gallons of purified water surround-
ed by 2,000 photomultiplier tubes. 
This massive Cherenkov detector, 
which measures charged particles 
as they pass through water, was 
constructed in the Fairport Harbor 
Morton Salt Mine, nearly 2,000 feet 
underground, to avoid cosmic ray in-
terference.

IMB quickly ruled out the Geor-
gi-Glashow model and several other 
proton decay lifetimes, says Sobel, 
which helped theorists at the time 
“push the boundaries” and generate 
ideas for new experiments. “The-
orists continuously come up with 
new predictions, so by trying to be 
sensitive to different modes of pro-
ton decay, we were able to inform 
the theorists of what's possible and 
what's not,” Sobel says. 

Neutrinos, meanwhile, remained 
extremely difficult to study. Al-
though common, these subatomic 
particles are chargeless and nearly 
massless, and they only interact 
through gravity and the weak force. 
The particles were first detected 
starting in the 1950s, but even by 
the 1970s, “the weak interaction was 
incredibly mysterious, and there 
was this huge hole in our under-
standing of the forces of nature,” 
says Lawrence Sulak, a physics pro-
fessor at Boston University who was 
part of the team that designed and 
prototyped IMB. “It was clear that if 
you wanted to understand the fun-
damental forces, you had to under-
stand neutrinos.”

Sobel and Sulak both say they and 
their IMB colleagues were aware that 
detecting a supernova was theoret-
ically possible. “But the probability 
was a challenge,” says Sulak. “People 
knew that a supernova large enough 
to generate neutrinos that we could 
detect would only happen once a cen-
tury, and with experiments typically 
only lasting for ten years, that means 
you would only have a 10% chance of 
seeing one.”

But the team got lucky. On Feb. 
23, 1987, visible light reached Earth 
from SN 1987A, the explosion of a 
blue giant in the Large Magellanic 
Cloud that happened 166,000 years 
ago. After learning that the Kamioka 
Observatory, a Japanese neutrino 
and gravitational wave laboratory 
and IMB contemporary, had detected 
a burst of 11 neutrinos from the su-
pernova, the IMB team took a closer 
look at their data and found evidence 
of another eight neutrinos, confirm-
ing theories that most of a superno-
va’s energy radiates away from its 
core in the form of neutrinos.

“Normally a neutrino interac-
tion in the IMB detector happens 
once every five days, and here we 
saw eight in five seconds,” says So-

IMB continued from page 1

bel, adding that the IMB team knew 
right away that they’d seen some-
thing significant.

IMB’s run ended in 1991, but its 
impact continues today. Not only 
did IMB and Kamioka influence 
the design of later detectors like 
Super-Kamiokande, their early ob-
servations on different neutrino 
“flavors” led to Nobel prize-winning 
findings on neutrino oscillation. 
Future efforts to understand neu-
trino oscillations, and the potential 
for neutrinos to break charge-parity 
symmetry, will be led by the next 
generation of detectors, including 
Hyper-Kamiokande and the Deep 
Underground Neutrino Experiment, 
or DUNE.

“Studying the neutrino has be-
come a big physics business, and it 
all started with IMB and Kamioka 
and the properties that we discov-
ered by operating those detectors,” 
Sobel says.

When it comes to neutrino as-
tronomy specifically, experiments 
like the IceCube Neutrino Observa-
tory are leading the charge in a field 
that, before IMB and Kamioka, had 
been an entirely theoretical enter-
prise but was considered essential 
for astronomy research.

“For really small wavelengths, 
you can only do physics with neutri-
nos,” says Francis Halzen, a physics 
professor at the University of Wis-
consin-Madison, and the principal 
investigator of IceCube. “Neutrinos 
can also reach us from places in the 
universe where nothing else can get 
out — like close to black holes — so 
there was never any doubt that we 
wanted to do neutrino astronomy.”

As the world’s first gigaton neu-
trino observatory and Cherenkov 
detector, one that uses Arctic ice 
instead of purified water, IceCube 

has so far discovered high-energy 
neutrinos created by cosmic accel-
erators from across the universe and 
determined the sources of high-en-
ergy cosmic rays.

Halzen says that detectors like 
IMB directly inspired the methods 
employed by IceCube; this includes 
hanging the photomultiplier tubes 
into the ice cores from strings, which 
was modelled after IMB. “There was 
a long debate about the approach we 
would use at the time, and it’s clear 
we made the right choice to be in-
spired by IMB,” Halzen says.

While ongoing and future neutri-
no experiments are poised to help 
scientists understand these mys-
terious particles, both Halzen and 
Sobel also have their fingers crossed 
for yet another once-in-a-century 
supernova.

“Look at all of the physics we got 
from the 20 or so neutrinos that were 
detected from [SN1987A],” said Hal-
zen. “The science we could do now 
if we observed another supernova 
would be incredible — those few sec-
onds of physics would be the most 
important thing IceCube does.”

Erica K. Brockmeier is the science writer 
at APS.

The supernova SN 1987A, as captured in 2024 by the  James Webb Space Telescope.  
Credit: NASA, ESA, CSA, Mikako Matsuura (Cardiff Univ.), Richard Arendt (NASA-GSFC, UMBC), Claes 
Fransson (Stockholm Univ.), Josefin Larsson (KTH)
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trouble,” wrote Geroge Shiers in a 
1969 Scientific American article.

In an effort to create a radio sys-
tem that bypassed existing patents, 
U.S. physicist and radio pioneer Lee 
De Forest set out to develop his own 
technology. In 1905, he debuted a 
device similar to Fleming’s vacu-
um tube. When Fleming, who had 
already applied for a U.S. patent, 
pointed De Forest to his work, De 
Forest promptly dismissed it in a pa-
per. Both patents were granted but, 
to his chagrin, Fleming’s was even-
tually ruled invalid.

“Small modifications of the 
original instruments have been 
christened, especially in the United 
States, by many strange and fanciful 
names,” Fleming wrote in his book. 
Uninitiated patent examiners may 
think devices are new when they 
are, in fact, “destitute of real novel-
ty,” he said.

In the ensuing years, De Forest 
and others made key modifications 
that allowed vacuum tubes to func-
tion as detectors, amplifiers, and os-
cillators. That brought them to the 
forefront of not just radio technolo-
gy but also telephones, televisions, 
and nearly all electronic devices pri-
or to the invention of the transistor.

Despite the U.S. patent resolu-
tion, Fleming was widely recog-
nized for his pioneering invention 
and expertise in electronics. He 
continued consulting, researching, 
and giving lectures for decades. He 
was a well-liked professor known 
for his organized, clear lectures 
and tendency to talk fast. In 1926, 
he retired from University College 
London after more than 40 years of 
chairing the electrical engineering 
department. Three years later, he 
was knighted for his service to sci-
ence and industry.

The first prototype Fleming valves, built October 1904.

Fleming stayed scientifically ac-
tive after his retirement. In 1932, the 
Physical Society of London noted that 
Fleming had been presenting papers 
at its meetings for nearly 60 years. “Sir 
Ambrose Fleming has not only made 
history in this interval, but also still 
holds a place on the stage of contem-
porary events,” the article reads. Flem-
ing would give his last paper there in 
1939, at age 90. He had been president 
of the Television Society of London for 
15 years when he died in 1945.

Kendra Redmond is a writer based in 
Minnesota.
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Comedy as a Tool to Demystify Science
If we want people to take science seriously, comedy may be the key.

BY JESSAMYN FAIRFIELD

M ost physicists will tell you 
that they don’t want their 

work to be laughed at. In fact, current 
societal challenges, from climate 
change to the ongoing pandemic, 
are exacerbated when policymakers 
and the public don’t take scientific 
evidence or mitigation strategies se-
riously. But having a sense of humor 
about science can be a potent com-
munication tool.

Often, when people think of 
science jokes, they imagine some-
thing that might start, “A proton 
walks into a bar…” Great, if you know 
what a proton is. Lots of common 
examples of scientific humor are 
in-group jokes, whose endings may 
make sense only if you already pos-
sess scientific knowledge. But in my 
work over the past decade running 
Bright Club Ireland, I’ve trained ac-
ademics to write stand-up comedy 
material about their research ex-
pressly to help their research make 
sense to a public audience. We run 
events at pubs and festivals — plac-
es without “science” in the name — 
and we recruit speakers from across 
all disciplines. They all take their 
work seriously, but they’ve seen the 
limits of what science can be con-
veyed through journal articles or 
features and op-eds in The New York 
Times, Scientific American, and other 
popular media. Taking a comedic 
approach often yields new insights 
into both science communication 
and science itself and can reach very 
different audiences.

When you listen to a joke, think 
about what you are doing. A good 
joke involves a story being told, a 
world with systems and laws set 
up as factual, and then comes the 
punchline — a reversal, a flip that 
upends everything you thought was 
true. You experience surprise (or, as 
humor theorists would call it, in-
congruity) when forced to change 
your perspective entirely and then 
the release of laughter in response. 
Laughing at a joke literally involves 
changing your mind, and a good 
joke can invite the audience into 
the speaker’s expertise rather than 
dividing them into people who do or 
don’t know what a proton is. Laugh-
ter is contagious when it’s inclusive.

Simply presenting facts does 
not change minds and indeed can 
often make people dig their heels 
in to preserve their existing views. 
But the lateral approach of comedy, 
with its embrace of multiple per-
spectives, can be much more per-
suasive. Recent studies have found 
that humorous takes on research 
can increase the perceived credibil-
ity of the speaker and improve the 
listener’s endorsement of scientific 
content. If we hope to combat fake 
news and encourage critical think-
ing about what science endorses, 
comedy has the core skills baked in.

Indeed, the mindset of comedy 
is quite like the mindset of scien-
tific research. Both involve creative 
exploration — asking, If this is 
true, what else is true? — and an 
unwillingness to accept the status 
quo without verifying it for oneself. 
What’s more, the inherently sub-
versive nature of comedy provides a 
space to challenge the human biases 
that impact the supposedly objec-
tive conclusions we draw as scien-
tists, including stereotypes around 
science and around who can be a 
scientist. It also acknowledges the 

Comedy’s lateral approach can be more effective at changing minds than a direct presentation of facts.  Credit: S. Cross; APS/C. Cain

emotive and affective impact of both 
scientific research and the experi-
ence of researchers who face elitism, 
sexism, racism, classism, homopho-
bia, transphobia, and countless oth-
er issues in the culture of science. 
Scientists who spoke at Bright Club 
said afterward that the experience 
of writing comedy about their work 
helped them to feel more agency 
and empowerment. They were freed 
from a falsely passive voice to adopt 
a more authentic delivery, strength-
ening their professional identities 
as researchers.

When we ask the public to en-
gage with scientists, we should be 

careful not to expect them to pas-
sively listen as they are berated by 
“experts.” Members of the public 
can and should be a part of sci-
entific discourse, and their fears 
must be taken seriously. Indeed, 
climate communication studies 
have found that engaging with 
prior knowledge, emotions, and 
emotional doubts is a critical com-
ponent of public involvement in 
that topic. It stands to reason that 
the approach would apply to many 
more important and contentious 
topics.

The COVID-19 pandemic provid-
ed many examples of science com-

munication having a huge impact, 
but it also unfortunately brought a 
reversion to the “deficit model,” in 
which the audience is thought of 
as an empty bucket to be filled. We 
know, and have known for 20 years, 
that the deficit model doesn’t work. 
If we wish to be heard, we also have 
to listen. Comedians who don’t lis-
ten and respond to their audience 
are rarely funny, and science com-
municators who don’t listen and 
respond to their audience rarely get 
their points across.

Although comedy can be cul-
turally specific or rely on insider 
knowledge, laughter is a universal 

human experience. It can also be 
an incredibly powerful means of 
bonding groups of people together 
as they consider new ideas. If we 
as physicists want to be part of a 
society where science is a pillar of 
culture, a process that everyone 
participates in, then it may be time 
to start taking ourselves a little 
less seriously.

Jessamyn Fairfield is a physics lecturer 
in the School of Natural Sciences at the 
University of Galway in Ireland. This 
article was published in Physics Mag-
azine, an APS publication.
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was so intrigued that he approached 
Salam after one of his talks. The two 
spoke for an hour, on topics rang-
ing from graduate school to unified 
models of particle interactions. The 
conversation solidified Ratra’s inter-
ests in theoretical physics.

The following year, Ratra started 
his doctorate at Stanford University. 
“It was a really interesting time,” he 
says. The concept of inflation was 
brand new, and one of Ratra’s first 
tasks was developing a quantum 
mechanical approach to modeling 
the energy density fluctuations gen-
erated during inflation of the early 
universe — a treatment that was 
more consistent than any done be-
fore.

Two years later, when physicists 
were developing superstring theo-
ries, Ratra shifted course again. “I 
really liked the mathematics of su-
perstrings,” says Ratra. “It’s really 
beautiful, and it’s the only known 
way of consistently combining grav-
ity with quantum mechanics.” His 
new trajectory landed him a postdoc 
at Princeton University in 1986.

But as his research interests 
evolved, Ratra realized he wanted 
to rely more on real-world measure-
ments. “It was pretty clear to me by 
1987 that there would be a lot of data 
coming in from telescopes,” he says. 
That data was likely to open entirely 
new research in cosmology.

In the four decades since, rapid 
advancements in physics, aided by 

increasingly precise measurements 
of supernovas, cosmic background 
radiation, and baryon acoustic os-
cillations, among other phenomena, 
have been akin to “a revolution,” he 
says.

More big shifts could be coming. 
From the Dark Energy Spectroscopic 
Instrument (DESI) survey, the Rubin 
Observatory Legacy Survey of Space 
and Time (LSST), and other near-fu-
ture experiments, “we should get 
more and better data in the next 
decade that will allow us, hopefully, 
to determine whether dark energy is 
constant, or weakly varies in time 
and space,” Ratra says.

He hopes we’ll soon have more 
precise and accurate constraints 
on other cosmological parameters, 
like the Hubble constant, and that 
we’ll find a more definitive answer 
on the geometry of space — whether 
our universe is flat, as current data 
suggests, or whether new data will 
point toward a different geometry, 
like a saddle shape.

But Ratra’s priorities extend 
far beyond research: The Lilien-
feld Prize recognizes his contribu-
tions to students and the public, as 
well. Ratra loves teaching, and his 
research mentorship has helped 
more than a dozen undergraduates 
continue onto graduate school, and 
some, to faculty careers of their own. 
“It’s really satisfying,” he says.

Ratra also co-developed a Kansas 
State general education course “Or-

igins: Humanity, Life, and the Uni-
verse,” designed to touch on a range 
of topics that have faced mounting 
public skepticism in parts of Kan-
sas in recent decades. “We’re in the 
center of the country, where people 
have very strong opinions about 
what should be taught, and what 
shouldn’t,” he says.

“I’ve been here 28 years, and twice 
the state school board has ruled that 
high schools shouldn’t be teaching 
evolution, and once, … the Big Bang 
model,” he says. “People have their 

beliefs, and a few feel they should be 
allowed to dictate what’s taught.”

“I think that’s a really dangerous 
thing,” says Ratra. “It’s useful for 
people to understand the scientific 
background of what we deal with in 
everyday life,” from the depletion of 
regional aquifers to the likelihood of 
new pandemics.

Using cosmology as a lens for 
teaching general education courses 
or developing educational outreach 
materials is an “ideal” way to intro-
duce the public to “big questions 
about life,” he says. After all, “every-
body is fascinated by the Big Bang.”

And through the high school out-
reach program QuarkNet, a National 

Science Foundation-funded program 
with hubs across the country, Ratra 
works with high school teachers and 
students from Kansas and Arkansas 
to expand students’ interest in phys-
ics. Ratra and other Kansas State 
physicists bring real data from CERN 
and other cutting-edge scientific fa-
cilities directly into the classroom.

In one project, students and 
teachers use Fermilab-built de-
tectors to measure the cosmic ray 
muon flux — particles produced 
by the interaction of cosmic rays 

with our atmosphere — and then 
correlate their measurements with 
weather data from NOAA. This lets 
students “track cold fronts as they 
move two to three hundred miles 
across the Midwest,” he says.

“It’s pretty impressive,” he says. 
“Hopefully this award will help pub-
licize the great cosmology research 
and physics outreach programs that 
we’ve built here at Kansas State.”

Liz Boatman is a science writer based in 
Minnesota.
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“We’re in the center of the country, where 
people have very strong opinions about what 
should be taught, and what shouldn’t,” Ratra says.
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