Cartwright, Evolution and Human Behaviour, Palgrave 2016


[bookmark: _GoBack]CHAPTER 18 SUPPLEMENTARY MATERIAL

Contents of this section
18.1 A brief history of Darwinian medicine
18.2 Genes and health
18.3 Selective Arena phenomena 
18.4 Problems with antibiotic resistance
18.5 Water-borne pathogens
18.6 Vertical and horizontal modes of transmission of parasites
18.7 The Smoke-Detector principle (or adaptive conservatism hypothesis)


18.1 A brief history of Darwinian medicine
The term “Darwinian medicine” was first used by Benjamin Ward Richardson in 1893 in reference to the work of Erasmus Darwin (1731-1802) who, in works such as The Botanic Garden (1789) and especially Zoonomia (1802), speculated (in verse) about the linkages between plant, animals, human evolution and  disease  prevalence (see Antolin, 2011). The term as it is now understood, however, dates from 1991 when George Williams and Randolph Nesse published their seminal article entitled “The Dawn of Darwinian Medicine” (Williams and Nesse, 1991). 
The history of the linkage between Darwinism and medicine has, however, only attracted scant attention from historians of science. A useful start has been made by Fabio Zampieri who identifies three phases in the interaction between these two areas: 1880-1940 (Medical Darwinism), 1940 – 1990 (Oblivion), and 1991-Present (Darwinian medicine). We will look briefly at each phase before concentrating in greater depth on recent developments.

1880-1940 Medical Darwinism
Unlike its modern formulation, the early manifestations of evolutionary ideas in medicine were directed in part towards Eugenic concerns. One recurring anxiety starting in the late Victorian era was that modern medicine was keeping alive people who in the normal course of events would have succumbed to various natural diseases, and that, therefore, the general genetic constitution of human populations as a result of kindly human interventions would suffer a gradual degeneration in fitness.  Despite this underlying concern, there were medical thinkers who also addressed issues still alive today such as the genetic disposition towards disease, diseases of civilization and the evolution of infectious diseases. In terms of genetic dispositions, however, the emphasis was not on why all humans are susceptible to disease (a chief concern of modern Darwinian medicine) but why some particular individuals, as a consequence of their hereditary constitution, and family history fell ill. In this period we find Charles Darwin himself discussing the heritability of pathological traits. Strangely, on the subject of microbes, these early pioneers (at least in the UK) accepted that they could change and evolve quickly but regarded this as evidence against the idea that fixed species of bacteria provoke specific diseases (see Bynum, 1983).

1940- 1990 Oblivion
Oblivion is the term used by Zampieri and is perhaps a little too dramatic. But it is probably fair to say that there was a decline and almost total eclipse of Darwinian ideas applied to medical practice at least in the early part of this period. This probably stemmed from a hangover of the difficulty faced by biologists in the early 20th century of reconciling Mendelian genetics with natural selection, and the persistence into the 1920s of Lamarckian concepts of inheritance. In addition, medicine tended to focus on proximate causes of disease with an emphasis on homeostasis and the stress response rather than the evolutionary history of the human body. Zampieri suggests that the prevailing paradigm of the body as a machine subject to mono-causal problems did not square easily with the longer term and more holistic evolutionary notion of the body as “bundle of compromises”. Finally, some of the very same reasons why Darwinism failed to make much impact in psychology over the period 1930-1960, such as the influence of behaviourism and the legacy of the perceived association between Darwinism, eugenics and Nazi ideology, were also probably instrumental in persuading medics to steer clear of evolutionary theory.


18.2 Genes and health
Our own personal genome will obviously have an enormous bearing on our susceptibility to disease. In this context then it is very tempting, but not always accurate, to slip into the language of dysfunctional and normal genes; where dysfunctional genes are bad, abnormal and cause disease, whilst normal genes are what we all share and work properly. As Nesse and Stearns (2008) argue, this view is misguided for two reasons: firstly, “normal” implies some sort of blueprint or essence that was designed and something we can compare existing genotypes to; secondly, although clearly some genes can said to be damaged compared to more common types (see later on cystic fibrosis and Huntington’s chorea), others only cause problems in specific environments. Lactose intolerance, for example, may seem like a diseased state but only in environments where milk is consumed. It is the ancestral condition and the condition of most humans today. Lactose tolerance is the newcomer even though most Caucasians will probably think this is the natural state of affairs. 
There are also some genes universal in the human gene pool (and hence “normal” by this definition) that have disease related consequences. The need to consume regular doses of vitamin C provides an interesting example of a potentially deleterious mutation shared by all humans. The processes of metabolism in plants and animals produce a set of by-products called reactive oxygen species (ROS) which are toxic to tissues. One way to detoxify these ROS molecules is through the synthesis of antioxidants that scavenge ROS and neutralise them. Plants are rich sources of these antioxidants and animals whose diet is rich in plants have evolved not to synthesise anti-oxidants themselves (as plants have to) but to rely on dietary sources. One exception to this is vitamin C which most vertebrates can synthesise. But humans, along with other primates, have lost this ability. This failure results from a mutation in the gene (GLO) coding for L-gulono-y-lactone oxidase, an enzyme responsible for catalysing the last step in vitamin C biosynthesis. More specifically, the GLO gene in primates has lost seven of the twelve exons found in functional vertebrate GLO genes (Drouin et al 2011).
The fact that other primates share this mutation suggests an ancient ancestry. By comparing lineages with and without functional GLO genes Lachapelle and Drouin (2011) estimate that the mutation originated about 61 million years ago. Curiously, a similar mutation occurs in guinea pigs although this has been dated more recently at 14 MYA (Lapacelle and Drouin, 2011). Of all the vitamins that humans cannot synthesise and must be sourced through the diet, Vitamin C is required in the largest dose (about 1mg per kg of body weight per day). So why has this ability been lost in taxa such as primates, guinea pigs and some bat species? The answer seems to be that all these species have diets  naturally rich in vitamin C. Existing great apes consume plentiful supplies  of vitamin C from their foliate and fruit rich diets and it is reasonable to suppose that early hominins (such as the vegetarian Australopithecines) did much the same. Only in recent times have humans adopted diets low in Vitamin C, with the resultant ill health effects such as scurvy.


But if there are genes that now increase our susceptibility to various diseases, the obvious question is why such genes have not been eliminated by natural selection. There are various possibilities:

1. Ancestral neutrality. Alleles that incline us towards disease susceptibility may not have been disadvantageous in the past, but are disadvantageous in modern environments. The disadvantage has come to light too recently for natural selection to purge these genes.
2. Mutation selection balance. Deleterious alleles are gradually removed by natural selection but new disease-susceptibility alleles are constantly created by recurrent mutations
3. Balancing selection, heterozygotyic advantage, and antagonistic pleiotropy. Genes that make individuals susceptible to disease can in some cases and some environments carry a positive advantage.
4. The common disease –common variants hypothesis. This proposes that many genes exist in the population that have by themselves only small effects (and hence are subject only to weak selection pressures) but when many are inherited then cumulative effects can lead to a disease. Candidates suggested have been autism, cancers and Alzheimer’s disease. 











18.3 Selective Arena phenomena 
The fact that organisms tend to produce far more offspring than survive to sexual maturity is a commonly observed and well understood phenomenon in natural history and biology. Indeed, this over fecundity of nature is what underlay Malthus’ gloomy prognosis about human population growth and Darwin’s realisation of the central importance of competition. Given that it is difficult for an organism to predict wastage rates there will be selection towards “bet-hedging”, that is, a tendency to err on the side of excess production to ensure at least some offspring survive (Kozlowski and Stearns, 1989). It is a difficult calculation to make and one shaped by the evolved life history of the species and local ecological information: too many offspring means they are smaller than they need to be and hence of a lower quality; too few, albeit large offspring, and none may make it to adulthood. What is more puzzling in this delicate calculation is why some organisms produce offspring that they later absorb, abort, eat, let die through neglect or allow  to be cannibalised by their siblings. One way to understand these apparently wasteful processes is to see them as sub-sets of whole organism natural selection and as a means of producing the fittest cells or offspring. Where the processes occur has been called the “selective arena” by Stephen Stearns (2005). The mechanisms at work are variable and include apoptosis (cell death), spontaneous abortion and siblicide. The result is that it may look as if the organism is malfunctioning whereas it is simply an adaptive strategy (Table 18.1).


	Selective arena
	Mechanism
	Outcome

	Ovary
	Oocyte atresia
	
Selection of optimum number and quality of cells, zygotes and offspring

	Uterus
	Spontaneous abortion of zygotes or embryos
	

	Womb or oviduct
	Embryonic cannibalism (for example, sand tiger sharks)
	

	Nest
	Siblicide between chicks
	

	Tree
	Fruit abortion ( premature dropping of fruit)
	



Table 18.1 Selective arena phenomena, where organisms have evolved to recruit the process of natural selection itself to the task of optimising quality and quantity.

Selective arena phenomena provide fascinating examples of how natural selection has produced an adaptation that uses the process of natural selection to achieve fitness outcomes. A similar system is at work in human immune system where the body produces a huge number of T cells and B cells (lymphocytes) and then filters out by cell death those that would attack the body’s own tissues leaving those ready to react to foreign pathogens. In humans, the selective arena hypothesis may explain two cases of otherwise puzzling and seemingly dysfunctional cases of selective culling: progressive oocyte loss and spontaneous abortion.

Occytic atresia
Human females produce huge numbers of oocytes (that is, eggs) early in life which are then progressively destroyed – a process called oocytic atresia. The figures are startling: as an embryo a female already contains about seven million oocytes, at birth this falls to about one million, but by the time girls approach puberty this has fallen to around 500. So why this spectacular wastage of cells? Krakuer and Mira (1999) have suggested that this cellular atresia is selective and adaptively functional. Their arguments draws upon the fact that in humans mitochondria are only inherited down the female line; moreover, mitochondria reproduce asexually and mitochondrial genes suffer a higher mutation rate than similar nuclear genes. This would suggest that eventually mitochondria will accumulate a dangerous burden of deleterious mutations. One way to mitigate this problem would be the existence of a mechanism that selectively destroys ova with defective mitochondrial genes before fertilisation, and only allow cells containing fully functional mitochondria through to the next stage of potential zygote formation.  This process would be especially important for species like humans that invest considerable biological resources in each offspring. So far the evidence in relation to this Krakuer – Mira hypothesis has been mixed and hopefully more research will settle the issue (see Shoubridge and Wai (2007) and Perez et al (2000)).

Spontaneous abortions
If an oocytes survives the selective atresia describe above it still has to run the gauntlet of further quality checks. Once fertilised it becomes a zygote, yet it is estimated that 40%-60% of all human zygotes are rejected before they implant, presumably because again it was culled as a result of some failure of quality. Once the zygote does implant and cell division begins towards the embryonic stage then the zygote’s genome is expressed and it could be expected further signals of genetic viability and health can be detected by the mother. Even at this rather late stage there is strong evidence for a selective process at work and about 15%-20% of clinically detectable pregnancies result in spontaneous abortion. Overall, Roberts and Lowe (1975) estimate that about 78 per cent of all human conceptions never make it to full term. Most conceptuses miscarry before the 12th week and many before the first missed menstruation.
Might we expect a higher rate of abortion of conceptuses that are suspected of being of low quality? To investigate this question Ober et al (1992) examined marriages and pregnancies among Hutterite couples in the USA. The Hutterites are a group of Anabaptists who emigrated from central Europe to the USA in the 1870s. Genetic diversity is lower than average in the USA since the current population of about 30,000 people is thought to have descended from a founder population of about 100. They are an important group to study since women experience a high rate of spontaneous abortions. Carole Ober and her colleagues found that couples shared a part of the genome called HLA-DR (HLA refers to Human Leukocyte Antigen and is a system of genes that resides on chromosome 6; HLA-B and HLA –DR are two other classes of the whole MHC complex) reported a longer interval between unprotected sex to a positive pregnancy test that couples who did not share HLA-DR genes: 5.1 months compared to 2.o months respectively (P=0.016). Also foetal loss rate (losses per successful pregnancy) was greater among couples sharing HLA-B genes compared to couples not sharing this haplotype: 0.23 compared to 0.12 respectively (P=0.041).
If Ober’s work is supported and couples sharing similar HLA genes really do have fewer successful pregnancies, than average why should this be the case? The answer is possibly that offspring produced from HLA-similar parents will be homozygous at one or more loci. This means that the range of antibodies that can be produced is reduced and so the immune system of the offspring will have reduced effectiveness and there will be selection against them.
Given the potential costs associated with homozygous mating, could the degree of similarity between couple’s HLA loci influence mate choice? To investigate this among the Hutterites, Ober et al (1997) calculated the probability that a couple would share an HLA haplotype if they mated completely at random within the group. She then compared this with observed rates of sharing to see if any non-random choice driven effects were present. Within the Hutterite community, 411 couples were tested and 44 of these shared one or more haplotypes. The expected number on the basis of a random choice would be have been 65. Hence there is evidence of some sort of choice taking place (X2 = 7.90, 1df, P=0.005); a conclusion reinforced by later work by Genin et al (2000). The role of the MHC complex in mate choice is also discussed in Chapter15.



Quality selection and the age of the mother

When spontaneous abortions are karyotyped (that is, the structure of their chromosomes examined under an optical microscope), they are seen to have genetic abnormalities. Early miscarriages seem to be the result of some sort of quality control mechanism employed by the mother to terminate a pregnancy before she has committed significant resources. If this is the case, there must be a threshold of quality below which a mother will attempt to terminate the pregnancy and save resources for future offspring and above which she will accept the pregnancy to full term. Foetal genes will also have an interest in the decision of whether or not to terminate. If the quality is extremely low, it may be better for genes to ‘abandon hope’ of survival in the current foetus and ‘hope’ for survival (with a 50 per cent chance of being represented) in a future offspring. In this case, it would be preferable from the point of view of the foetus not to jeopardise the chances of future viable offspring by dragging from the mother resources that will be wasted. 

But here’s the rub: the cut-off point for quality will be different in the mother and the foetus. In essence, the foetus is predicted to respond to a lower quality cut-off point than the mother does. It is significant, then, that the maintenance of pregnancy in the first few weeks of gestation is dependent on maternal progesterone. Later on, the foetus gains control of its fate by releasing human chorionic gonadotrophin into the maternal bloodstream. This hormone effectively stimulates the release of progesterone and serves to maintain the pregnancy.

 One would expect that the older the mother, the lower the quality that she will still accept as she nears the end of her reproductive life. It may be no accident, therefore, that births with genetic abnormalities increase in frequency with the age of the mother. This increase is sometimes referred to as “relaxed filtering stringency (RFS)”. The idea that RFS represents an adaptive maternal strategy was suggested over a decade ago (for example, see Kloss and Nesse, 1992) but without decisive evidence.

Recently, Markus Neuhauser and Sven Krackow of the Institute of Medical Informatics, Biometry and Epidemiology at University Hospital Essen in Germany have advanced several testable hypotheses about the way RFS increases with age. They examined births of Down syndrome (DS) babies over the period 1953-1972 (before abortion commonly provided a route to termination). They looked at the mother’s age but also whether she had children before the Down syndrome child and the age gap between pregnancies. From a reproductive fitness point of view, a mechanism that screens for defective embryos and discards them is adaptive so long as the compound costs of losing a potentially fertile (albeit damaged) child, delaying reproduction, and the risk of not producing further children, are outweighed by the higher fitness of a future normal embryo. These authors argue that from this it is to be expected that the stringency of the filtering mechanism should tighten as the number of pre-existing children becomes larger. This follows from the fact that the incremental loss in overall fitness of aborting a defective embryo is smaller according to how many children the mother already has. Related to this reasoning is the suggestion that DS incidence should increase more rapidly with age for mothers giving birth for the first time (that is, primiparae) compared to mothers who already have children. The reasoning behind this hypothesis is similar: if an elderly mother is carrying an embryo for the first time this may be her only chance of reproducing at all and so such a child represents a significant proportion of her overall reproductive output (although Down syndrome children suffer from a variety of abnormalities they are fertile. ). Figure 18.1 The group found that  DS incidence increases with age for primiparae and all births, showing that this hypothesis is supported.

In accordance with predictions, they also found that rates of DS fell significantly in older mothers (35 years and older) as the number of previous children increased (see Figure 18.1) The change was not significant, however, for mothers below 35 years of age
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Figure 18.1 The incidence of Down syndrome in relation to two maternal age categories and birth order of the DS child. Data from Neuhäuser, M., & Krackow, S. (2007). Adaptive-filtering of trisomy 21: risk of Down syndrome depends on family size and age of previous child. Naturwissenschaften, 94(2), 117-121.


The researchers also predicted that the filtering stringency should increase the younger the youngest child already in the family. This follows from the idea that a new child will compete for resources with an existing child of close age, and a defective child will impact more strongly on the welfare of an existing young child than a normal child. In support of this the authors did find that DS births were significantly spaced further apart from the previous child than normal births. (Neuhauser and Krackow, 2006). Before leaving this topic we should also note that there are a variety of other hypotheses to explain the increasing incidence of Down’s syndrome births with increasing maternal age, not all of which can be seen as adaptations (see Hulten et al 2010).



18.4 Problems with antibiotic resistance
Other suggestions that follow from an evolutionary understanding of the evolution of resistance include:

· Strong short term doses are better than longer term mild ones.
A mild dose is likely to allow those with slight resistance to survive: they will multiply and become the norm. A strong dose has more chance of killing all bacteria present.

· Complete the dose.
Those last bacteria to die will be the most resistant. Terminating the dose prematurely leaves resistant strains free to survive and multiply. They will then be harder to shift later

· Do not use antibiotics for viral infections.
Taking antibiotics for illnesses such as colds and flu will not kill the viruses responsible but will exert a selective pressure on bacteria already present in your system. If at some future point these become troublesome they will be harder to kill next time.

· Use the principle of trade-offs to good effect
Studies on resistant bacteria show that resistance comes at a price (cellular energy, for example, might be needed to synthesize those enzymes that have been selected to deal with the antibiotics). This means that a non-resistant strain would out-compete a resistant strain in the absence of an antibiotic, or in the case of viruses the absence of antiviral drugs. It follows that the load of resistant bacteria or viruses in a body can be reduced by a temporary cessation of antivirals or antibiotics followed by a short high dose (Figure 18.3)
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Figure 18.2 Coping with drug resistant strains of microorganisms. The use of drug A has led to a resistant form (circles) of a pathogen (triangles). If the use of drug A is temporarily suspended then since resistant strains are often weaker in some respects than non –resistant strains the non- resistant strains can now outcompete the resistant strains and become more abundant. Drug A is then applied again which greatly reduces the overall load of pathogens.





18.5 Water-borne pathogens
 One of the most notorious and dreaded of water borne diseases is cholera, and it was an outbreak of cholera in London in 1854 that led the physician John Snow to deduce that its source was the drinking of contaminated water from a pump in Broad Street. Snow discovered that the pump drew water from a bore hole sited near to a leaking cesspit and famously (in the face of much scepticism from the authorities) removed the pump handle causing the disease to abate.
With diseases like cholera in mind, Ewald also made another prediction concerning diseases caused by bacterial infection of the intestinal tract that are transmitted by contaminated water. He reasoned that water serves the function of a vector and so those pathogens that rely on water transport, like cholera, can evolve high levels of virulence since they can still move between hosts even if the host is incapacitated. Ewald collected data on about 1,000 outbreaks of intestinal illness caused by nine different types of bacteria. He then calculated the mortality rates and the fraction of outbreaks attributed to waterborne transmission. There was a distinct correlation between % of ourbreaks that were waterborne and deaths per infection -supporting the prediction that waterborne transmission can allow high virulence to evolve.
Some lessons from this are fairly clear. Dumping untreated sewage into water supplies and rivers is clearly a bad idea: not only does it spread disease – something realised for hundreds of years- but it also creates conditions for the evolution of high virulence. The argument also endorses the importance of hygiene in the workplace. Health care workers, for example, who do not wash hands between patients are acting like vectors and selecting for high virulence. Indeed, there is some evidence that hospital-borne strains and variants of pathogens are more virulent than their equivalents in the wider community because of this effect (Ewald, 1994).



18.6 Vertical and horizontal modes of transmission of parasites

Evolutionary approaches also promise to shed light on the virulence of parasites in relation to vertical and horizontal modes of transmission. Vertical transmission involves transmission from parent to offspring (for example, mother to embryo), horizontal transmission is transfer of the infectious agent between unrelated individuals. Examples of vertical transmission include HIV, hepatitis B, syphilis, Herpes simplex, chickenpox and rubella. Some vertically transmitted pathogens can cross the placenta and cause perinatal infections, others can infect the new born during the birth process. Horizontal transmission typically occurs through direct contact, through breathing contaminated droplets in the air (for example, from a sneeze), and through vector borne or waterborne transmission as discussed above. Examples include influenza, the common cold, cholera, rubella and salmonella. It is clear from the two lists that many diseases can be transmitted both vertically and horizontally. On key prediction form the application of evolutionary reasoning is that vertically transmitted pathogens will evolve towards a lower virulence than horizontally transmitted ones. This follows from the fact that in vertical transmission the host needs to be well enough to reproduce and so pass on the pathogens. These predictions have proved notoriously hard to test, partly because of the dual mode of transmission of many parasites. Clayton and Tompkins (1994) found supporting evidence by comparing the vertical and horizontal infection of rock doves (Columba livia) by lice and mites: observing that vertically transmitted lice had no effect on host fitness but horizontally transmitted mites serious impacted on reproductive health. Stewart et al (2005) also found strong experimental support for these ideas by infecting barley (Hordeum vulgare) with barley stripe mosaic virus. After four generations of horizontal transmission virulence increased by a factor of three; whilst after three generations of vertical transmission virulence had decreased by 40%. Sharron Messenger, Ian Molineux and James Bull (1998) also produced supporting evidence by infecting E coli with a virus (bacteriophage f1). To tease out the implications for human infection more work needs to be done, both experimentally and through the development of mathematical models to study mixed modes of transmission.

18.7 The Smoke-Detector principle (or adaptive conservatism hypothesis)

Defences involve costs, however and as organisms travelled along their phylogenetic trajectory natural selection had a tricky problem to solve: how to balance the costs of the defence against the costs of the threats. Typically, the organism has to decide if the signal for a threat (a sound or moving shadow for example) is real or simply the product of background “noise”. Figure 18.3 shows a simple decision-making matrix indicating the costs of different outcomes in a simple scenario. The logic of this situation was also discussed earlier under the heading of Error Management Theory in Chapter 9.

Figure 18.3  Decision matrix (costs and benefits) faced with a signal of a potential threat.
	
	Harm actually present (signal plus noise)
	Harm absent (noise only)

	Defensive response activated
	True positive cost (CD)
	False Alarm cost (CD)

	No response 
	False negative (harm cost ) CH
	Correct rejection cost (zero)



At a very simple level it would be pointless if the cost of the defence (CD) were to be greater than the cost of the harm (CH). Even if CD< CH, taking evasive or defensive action when the signal is not reliable is a waste of resources. But missing a true positive could bring harm or death. We can model the situation by considering the probability p(H) that the signal is indicative of a real threat. An optimal system would only express the defensive reaction when:


CD< p(H) x CH  

Or its equivalent


p(H) > CD/CH


As Nesse (2005) points out, this can yield surprising results. If the metabolic costs of a panic-flight reaction are say 300 kcals (CD) and the damage that results from an unexpected attack amount to 300,000 kcals (CH) then CD/CH = 0.001. For p(H) to be larger than this means that the probably of a signal being real only has to be greater than 1 in 1000 for it to be worth activating a defensive response. Put another way, from 1,000 episodes of an actual response just fewer than 999 will be false alarms and yet the system is still cost effective. 
The logic that generates this expectation of a high frequency of false alarms is sometimes called the smoke detector principle (Nesse, 2005). In a typical household fitted with a smoke alarm, the alarm will go off in response to a whole range of false signals (burning toast, smoking cooking fat, and so on); it is an irritating diversion but one that  is worth the cost given the implications of not attending to a true threat that may appear only very infrequently. The animal kingdom provides numerous biological examples of this principle in action. Birds, for example will often take flight at the slightest signal. 
The equation above can also be applied to situations where the cost (CD) is an advantage not won. In the context of human mating behaviour the reproductive success of the male is more greatly enhanced by separate multiple matings that that of the female. It should follow that males should be particularly alert to signals of sexual intent from females (see Haselton and Buss, 2000). So much so that the error rate from ambiguous cues (that is, reading sexual interest when none is there) can be quite high (see Chapter 9).
The simple equation above only tell us the threshold for p(H). It is in the interests of any organism, of course, to avoid paying unnecessary false alarm costs and to use information from the environment to gauge p(H) as accurately as possible. This is the basis of the clinical treatment known as behavioural exposure therapy. Individuals with simple phobias can be cured by repeated exposure to cues that set of phobias. Typically the patient is introduced to the cue (the sight of a spider for example) in a relaxed setting and counselled not to flee or panic. Usually the initial surge in anxiety reduces. Gradually over time the patient unlearns the association between the sight of the spider and the need to panic and flee (see Marks and Tobera, 1990). Conversely, every occasion the response is set off and the threat turns out to be real so the threshold of signal to noise lowers such that it pays to regard lower levels of signal above noise as posing a real danger. Nesse thinks that panic disorder may result from repeated firing of alarm signals and panic response: a “runaway positive feedback process acting on an adjustable defence threshold” (Nesse, 2005, p. 101). In such cases a panic attack from some sort of internal dysregualtion (neurochemical or cognitive) is interpreted as a signal of real danger; panic sets in which serves to reinforce the association between the internal signal and the adverse reaction.
One message to take home from the smoke detector principle is that it is not always wise to “let nature take its course” – a common misconception about evolutionary medicine. Many defensive reactions may be quite pointless and cause discomfort when there is no threat. One example of this is autoimmune disease where the immune system’s sensitivity threshold is too low and the system attacks the host’s own body.
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