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6.1 Factors affecting encephalisation
6.1.1 Dietary factors: food and foraging

Obtaining more complex foodstuffs can be broken down into a series of stages: travelling to find food, locating food using a perceptual system and extracting food from its source. For primates that rely on high-calorie foods, such as fruits, there may only be a few fruit trees in season in a large patch of forest. Remembering where they are is difficult work, and there is ample evidence that primates employ efficient cognitive maps to remember the location of the fruit and the optimum route between the trees (Garber, 1989). Fruits are easily identified by their colours, but colour vision is common in reptiles and birds (all those showy plumage colours are not there for human delight), so it may be thought that the intellectual demands of colour vision are slight. Certainly, reptiles are not renowned for their high intelligence. But most mammals are colour-blind, and it is therefore extremely likely that primates had to rediscover colour vision at a later date in evolution after it was lost. 
When food is found, the work of a primate is not over. Most primates feed upon plant matter and, whereas many plant species are only too glad to allow animals to eat their fruits and spread their seeds, they are equally averse to having their leaves and stems destroyed. Consequently, they have evolved counterattack mechanisms in the form of stings, prickles and poisons to deter foragers. Processing plant material to overcome such deterrents requires some cognitive skill and could have helped to drive up primate intelligence. 

Within primates there are differences in feeding behaviour and habitat and if idea linking foraging and intelligence are correct then it should follow that primate species most dependent on patchy and dispersed (spatially and temporally) foods should show more cerebral development than those reliant only more uniform resources. Milton (1988) tested these ideas using two contrasting species: howler monkeys (Alouatta palliata) and spider monkeys (Ateles geoffroyi). Both these species eat leaves and fruit but howlers are more folivorous (leaf eating) that spider monkeys, whilst spider monkeys are more frugivorous (fruit eating) than howlers. One consequence of this is that spider monkeys have to deal with a food supply area 25 times as large as that of howler monkeys. When these two species are compared, there are several features, such as EQ values, that suggest spider monkeys are indeed more intelligent than howler monkeys. 

Food consumption and brain size in humans.

Support for the linkage between brain growth and food types in the hominid lineage comes from the application of life history theory (LHT, see Chapter 8) to the problem by Kaplan and Gangestad (2004). They compared the diet of hunter gatherers with that of chimpanzees. A condensed version of their findings is shown in Table 6.1
Table 6.1 Comparison of diet of hunter-gatherers with chimpanzees

	Dietary item
	Hunter-gatherers

%
	Chimps

%

	Meat
	60 (range 30-80)
	2

	Extracted foods requiring skill to extract and process
	32
	3

	Easily collected resources (for example, fruit and leaves)
	8
	95


It is obvious from Table 6.1 that the human diet is far more intellectually demanding than that of chimps. We should also note that the foraging and hunting areas covered by hunter gathering humans (requiring spatial mental mapping) are about 1,000 times that of chimps.  Moreover, some of the skills required in human food collection and processing are products of a long learning curve and are not properly mastered until later in life. So in the Ache, for example, whilst peak fruit gathering is reached by mid to late teens, the rate of providing extracted resources peaks much later. In relation to hunting, peak rates of food production among the Hivi, Ache and Hazda peoples are not reached until group members reach their thirties, with the productivity of 20 yr olds being only 25 – 50% of that of the adult maximum. (Kaplan et al, 2000, 2004).

To meet the energetic demands of large brains humans also need to consume a diet rich in calories and nutrients. In particular, mammalian brain growth is critically dependent on two long chain polyunsaturated fatty acids: arachidonic acid (AA) and docosahexaenoic acid (DHA). Given that mammals have a limited capacity to synthesise these substances it is likely that the dietary availability of these fatty acids is a major factor restricting brain growth in mammalian lineages. Plant sources provide little AA and DHA which instead must be obtained from animal sources (fish and meat). Understandlably then, the human diet is far richer in fats than that of chimpanzees and gorillas (Table 6.2)

Table 6.2 A comparison of macronutrients in the diet of humans, chimpanzees and gorillas. Sources: Leonard (2007) and  Leonard et al (2007)
	Species
	Fat %
	Protein %
	Carbohydrate %

	Modern humans (USA)
	33
	14
	53

	Modern foragers
	28-58
	19-35
	22-40

	Chimpanzee
	6
	21
	73

	Gorilla
	3
	24
	73


Such considerations lead Kaplan and Gangestad to suggest that humans have evolved a lifestyle involving a heavy investment in brain tissue early on in life that pays dividends through a long lifespan that enables humans to learn and acquire skills to pay back their net consumption of calories provided by others in their youth. As these authors note:

“Possibly large brains and long lives in humans are coevolved responses to an extreme commitment to learning intensive foraging strategies and a dietary shift towards nutrient-dense but difficult to acquire foods, allowing them to exploit a wide variety of foods and therefore colonize all terrestrial and coastal ecosystems” (Kaplan and Gangestad, 2004, p.81)
Food and foraging theories are persuasive up to a point but there is always the suspicion that the key point about the impact of the availability of high energy foodstuff such as meat, and animal fat, or an augmented release of calories through cooking, is that it helped release metabolic constraints on brain size that allowed brains to enlarge in response to other selective forces.
6.1.2 Tool Use

One of the most obvious differences between the lives of humans and other primates is the reliance of the former on technology. It is true that in the wild tool use has been documented in chimps and some populations of orang-utans (chimps, for example, have been observed to use twigs to extract ants from their nests and stones to break nuts)  but in both these species existing materials are recruited as tools rather than shaped purposefully for the task. 
  It is to tool use that we might look then to explain the growth in human brain capacity. If tool use were an important stimulus to brain growth in our evolutionary lineage, then we would expect some association between the sophistication of tool use at any epoch and the brain size of early hominids during the same period. The chain of cause and effect might be that the use of tools early on for such things as catching and processing foods gave survival advantages. From this beginning, more sophisticated tools (sharper points, straighter spears and so on) may have brought about even greater rewards. But more sophisticated tools would require larger brains to conceive and construct them. This would have set up a selective pressure for increases in brain size, a case of “tools maketh the man”.  In 1957, Oakley argued that:

“When the immediate forerunners of man acquired the ability to walk upright habitually, their hands became free to make and manipulate tools - activities which in the first place were dependent on adequate powers of mental and bodily co-ordination, but which in turn perhaps increased those powers” (Oakley, 1957, p.2)

To test the idea that brain growth through evolution was stimulated by tool use, it obviously behoves the investigator to compare the size of brains with the type of technology practised by early hominids at various periods. When this comparison is done problems arise and there is no clear association between brain size and tool complexity in the hominin record. 

A period of rapid brain growth, for example, took place during the evolution of Homo erectus species between 1.5 million  and 300,000 years ago. As we might expect if the hypothesis is correct, the tools found associated with these hominids are more regular in shape and size and are more sophisticated, showing, for example, a greater degree of symmetry. One crucial problem, however, is that whilst brain size grew during this period tool manufacture remained remarkably conservative. The evolution of tool design failed to keep up with increases in intelligence.  Reviewing the evidence in the 1980s,  Wynn concluded that:

“Given the evidence of brain evolution and the archaeological evidence of technological evolution, I think it fair to eliminate from consideration the simple scenario in which ability to make better and better tools selected for human intelligence” (Wynn, 1988, p. 283)

More recent work shows a correlation between number of tool types and brain size but this is more likely to suggest that brain size growth was selected for other reasons which then enabled increased tool use sophistication (see later in this chapter).
A good review of African archaeology is given by McBrearty and Brookes (2000) who demonstrate how human technological innovations were constantly arising from about 280, 000 years ago and fits reasonably well with brain expansion and inferred cognitive ability over that timescale. So the tool use theory is not quite dead and buried.

6.1.3 Encephalisation and Ballistics

Imagine throwing a stone at a moving object. To hit it successfully requires solution to a series of complex calculations and fine motor tuning. Variables that need to be factored into deciding the velocity, angle and direction of aim include the mass and size of the stone, the direction of movement of the target, and the distance to the target. Humans are quite good at throwing things with some accuracy, and although chimps do throw branches and other objects their aim seems lamentable compared to humans (see Holloway, 1975). William Calvin has extended Holloway’s insight to propose that the advantages to be gained from accurate throwing, initially perhaps at rival animals gathered around a carcass and then at prey proper, may have stimulated brain growth (Calvin, 1982).

Calvin links his thesis to brain lateralisation, handedness and the origin of language. Whereas the great apes show very little preference for one hand over the other, about 89% of humans write with and throw things with their right hand. This means that circuitry in the left hemisphere is responsible for this activity. Why this asymmetry started is unclear. One rather speculative idea is that early female hominins cradled their infants on the left hand side so that their heads were near the comforting heartbeat of the mother, thereby freeing the right hand. The use of the right arm for initially wielding a club to ward off other animals (for example, predators) may have compensated early hominins for their lack of speed over open ground as they became increasingly bipedal. Calvin also suggests that the throwing of objects helps explain some of the problems associated with the function of hand axes. Early pear shaped Archeulean hand axes (1.5 – 0.3 million years ago) were made in great numbers by Homo erectus and Homo Heidelbergensis yet their precise function is still controversial. The simple and obvious answer that they were hand tools faces the problem that their sharp edges would make them difficult to handle when delivering blows. Instead, Calvin proposes that they were throwing stones whose sharp edges meant that they would not rebound from the hide of an animal (Calvin, 1993). However, Calvin’s claim that non-rebounding stones are more damaging since they transfer more momentum to the animal is refuted by simple physics: a rebounding stone actually delivers more force to the target than one that sticks. Whereas this does not invalidate the whole argument a more compelling case must be made for the axes as missiles. Calvin then advances the novel view that neural circuitry laid down for club wielding (with the right hand) and then developed for ballistic throwing was then ready in place to be co-opted for that most human of inventions: language. If correct, this idea would explain why language is primarily associated with the left hand side of the brain. The idea is a fascinating linkage of various aspects of human cognition and evolutionary history but many archaeologists remain sceptical about whether bifacial flint tools were used for throwing (Whittaker, 2001; Humphrey, 2002)
6.1.4 Sexual selection and brain size – the display hypothesis.

  As we have seen, between about 6 and 3 million years ago our ancestors roamed the African savannah with brains about the size of a modern chimpanzee (450 cc). Then 2 million years ago there began an exponential rise in brain volume that gave rise to modern humans with brains of about 1400 cc. A tripling of brain size in 3 million years is rapid by evolutionary standards: in terms of brain power the hominins left the other primates standing (or rather walking on all fours).  One force that can bring about such rapid change is sexual selection (see Chapter 4)

Geoffrey Miller (2000) suggests that such a process has shaped human brains. In this view humans would have examined potential partners not only to estimate their heath, age, fertility and social status but also to appraise their cognitive skills. Just as the Peacock displays its extravagant and gaudy tail to attract peahens, and male bower birds build complex bowers from twigs and colourful feathers to attract females, so humans (especially males) display their intellectual and manual skills through artful displays such as telling complex stories and making artefacts. In today’s world this is maintained as performance in art, science and literature.

Miller sees this runaway growth in brain size as beginning with females choosing males that are amusing, inventive and have creative brains. Language accelerates the process since the exchange of information can now be used to judge a suitability of a potential partner. Although brain growth was driven by female choice, both sexes gradually acquired larger brains since brains are need to decode and appreciate inventive male displays and the genes responsible may not be sex linked anyway. 
Miller’s mating mind hypothesis has a number of attractive features. It is consistent with the literature that shows that intelligence is a highly valued trait, and the heritability of intelligence would ensure that at least some genetic component of intelligence could be acquired and passed on. But there are also problems with the whole set of ideas. Sexual selection trends to produce sexual dimorphism but men’s brains, in relation to body size, are only marginally larger than women’s. Furthermore, if male creative displays are signals of genetic quality then we would expect preferences for these features to peak at times when a women is most fertile (as is suspected with other signs of genetic quality such as high testosterone, for example) and hence most likely to acquire coveted genes.
 Yet the evidence here is very mixed. Haselton and Miller (2006) found women valued intelligence over wealth in a future mate during their most fertile period but were unable to unequivocally discriminate between intelligence (which could be a marker for all sorts of fitness components) and creativity. Gangestad et al (2007) found no interaction between intelligence, mating desirability, and conception risk. More recently, Prokosch et al (2009) found that women prefer humour, intelligence and creativity in long term relationships and that these preferences do not peak at ovulation.
Another problem is that strong inter-sexual selection tends to produce sexual ornaments and traits whose main function is to attract mates. With the possible exception of creative displays these are not found in human males. This latter idea is revisited in Chapter 21.
6.1.5 Genomic imprinting and brain growth

Genomic imprinting is a phenomenon discovered only relatively recently. The traditional view within Mendelian genetics was that with the exception of the sex chromosomes (XX in females and XY in males), the chromosomes inherited from each parent were functionally equivalent. Genes could of course be dominant or recessive, but there was no reason to suppose that the operation of normal functional genes could depend upon their parental origin. Indeed, considering the process of inheritance in diploid organisms, it would seem highly unlikely that the fortunes of any gene should depend upon which parent is transmitting it, since as a result of meiotic recombination a gene transmitted by the mother in one generation could have descended to her from either her father or mother. Similarly, she could pass it to both daughters and sons. We now know however, that genomic imprinting proves an exception to this picture.

 Genomic imprinting entails silencing the operation of a gene (imprinting) when it is inherited from one parent but not the other (see also Chapter 7). The exact mechanism by which genes are imprinted is not yet known. The prevailing hypothesis is that the cytosine nucleotides on the promoter region of the genes become methylated and that this forestalls the transcription on DNA in this region. There are several hundred known imprinted genes found in humans and the number is likely to rise ( Davies and Isles, 2004; Bartolemei and Ferguson-Smith, 2011; Kelsey and Bartolomei, 2012).

Although there are still many uncertainties about the function of imprinting and its interpretation one quite profound implication of the phenomenon is that it suggest a new mechanism to account for the rapid evolution of human brain size and intelligence. This is that the human brain grew large as a result of escalating genomic conflict propelled by imprinting. 

As discussed in Chapters 4 and 12, because of  asymmetries in nourishment of the embryo, parental care, and degrees of relatedness between genes among siblings depending of the parental origin of the genes, genes descended maternally have more to gain than paternal ones from offspring that act co-operatively towards their siblings, and are capable of empathy and restraint. Conversely, paternal genes will gain from a brain system that extracts excessive (from the mother’s perspective) resources from the mother and her children, and so is more driven by selfish and impulsive drives. From these considerations, it follows that maternally-derived genes would benefit more than fathers by finding themselves in an organism with a well-developed neo-cortex; whereas paternal genes would benefit more than maternal ones from organisms with a less well-developed neo cortex but a robust limbic system. The suggestion then is that as genes for the forebrain evolved males responded by imprinting their own copies. This hypothesis is consistent with the observed patterns of disorders when damage to imprinted genes occurs. So, for example, mental retardation and speech deficiencies result from damage to maternally active (that is, non- imprinted genes) that guide the construction of the cortex and the striatum (Wagstaff et al, 1992).

As Badcock (2000) observes if brain size in the hominid lineage did evolve by escalating genomic conflict between paternally and maternally-derived genes then this is why adaptationist accounts have such a hard time explaining why the hominid brain escalated so rapidly in size above those of other group living primates. On the other hand we might also ask why such genomic conflict did not take place in other groups to the same extent as that in humans.

6.1.6 The Social Brain Hypothesis  
Machiavellian intelligence and the theory of mind

In recent years, there have emerged several related hypotheses suggesting that it may be the demands on the social world that have been the main determinant of the growth in primate intelligence. Byrne and Whitten (1988) developed these theories and labelled them together as the Machiavellian intelligence hypothesis, named after the Renaissance politician and author Nicolo Machiavelli who epitomised the cunning and intrigue of political life in Italy in the early 16th century. The term “Machiavellian Intelligence” was originally inspired by de Waal’s comparison of the social strategies employed by chimps and the advice offered to rulers in Machievelli’s book The Prince. The essence of the Machiavellian intelligence hypothesis is that primate intelligence allows an individual to serve his or her own interest by interacting with others either co-operatively or manipulatively but without disturbing the overall social cohesion of the group. The analogy with human politics is clear: the successful and cynical politician uses his position to further his own ends while to all appearances serving the people, and without disrupting or bringing into disrepute the elective system. One advantage of linking Machiavellian intelligence to encephalisation is the inbuilt potential for positive feedback. An increase in intelligence will quickly spread as a result of its success over same species competitors, thereby raising the level of intelligence to be reached for the next incremental step need for further advantages. Positive feedback effects are also observed in predator-prey relationships and were used by Jerison (1973) to explain the increases, as shown in the fossil record, or brain sizes in carnivores and their ungulate prey. The rapid growth of the human brain over a short geological time period points to some sort of positive feedback effect in action.

 To investigate whether primates really employ such tactics, we will consider the social groupings of primates and the nature of their intelligence.

The size of a primate group is determined by a number of factors. The minimum group size is determined largely by the need to defend against predators: there is a security in numbers that benefits each individual. The maximum group size is probably determined by both ecological and social factors. The larger the group, the longer the time taken to move en masse from place to place, and the less food there is per individual when it is found. In addition, if the group becomes too large, conflicts over food and status are set up, and the group may split (Dunbar, 1996b). It follows that the benefits of group living must be weighed against its cost. 

We can picture a primate group as a product of centripetal forces resulting from predatory pressures tending to keep the group together, and centrifugal forces emanating from tension and conflict in the group tending to push the group apart. Predation from without and conflict from within both act negatively on the reproductive fitness of an individual, and we can expect evolution to have come up with ways of mitigating these. With regard to conflict, chimps and other primates seem to have hit upon grooming as an effective mechanism to reduce intragroup tensions and thus enhance group cohesion. A pair of primates that regularly groom each other are more likely to provide assistance to each other when one is threatened than are non-grooming partners. Grooming seems to serve to maintain friendships, cements alliances and is used to effect reconciliation after a fight.
But Machiavellian intelligence is more than just grooming, and the ambitious primate has other devices to help it to navigate the complex currents of social life. To really succeed in primate politics, deception is needed, and numerous observers have noted that primates will send out signals, such as false warning cries, that can only really be satisfactorily interpreted as being designed to mislead others. One example comes from the observations of Byrne on baboons, Papio ursinus. Byrne noticed that a juvenile male, Paul, encountered an adult female, Mel, who had just finished the difficult task of digging up a nutritious corm. These are desirable food items, and the hard ground probably meant that Paul would be unable to dig his own. Paul looked around and, when assured that no other baboon was watching, let out a scream. Paul’s mother, who was higher ranking than Mel, ran to the rescue and chased Mel away. Paul was left by himself, whereupon he enjoyed eating the abandoned corm (Byrne, 1995). 
Deception involves penetrating the mind of others. ‘Theory of mind’ was a term first used by primatologists when they realised that chimps could solve problems that depended on their appreciating the intentions of another individual, in other words, realising that other objects out there in the world have minds complete with beliefs, intentions and mental states that can be predicted. 
Theory of Mind 
We can conceive of this appreciation of other minds in terms of orders of intensionality. A dandelion probably has zero-order intensionality: it is not aware of its own existence; there is no one at home. Self-awareness indicates first-order intensionality. Second-order intensionality involves self-awareness and the realisation that others are similarly aware. From here on, we can posit an infinite sequence: ‘I think’ is first order, ‘I think, you think’ is second, ‘I think that you think that I think’ is third order and so on. Children acquire second-order intensionality between 3 and 4 years of age. Most adults can keep track of about five or six orders of intensionality before they forget who is thinking what. Consider the old Machiavellian trick of sowing a good idea in someone else’s mind and then pretending it was their idea so that they will be committed to it (useful when dealing with those on the next rung up in the dominance hierarchy). In such cases we effectively want someone to believe that we think that they had a good idea (‘I think that you think that I think that it was your idea’), which is third-order intensionality.

It is easy to ascribe zero-order intensionality to plants and machines but much harder to decide what has self-awareness, or first-order intensionality. Behaviourism faced this difficulty by treating all animals as machines and thus assuming zero-order intensionality. Some even adopted this approach to humans, but without much success. There are a number of problems in describing awareness in others. There is probably a natural bias in human thinking towards anthropomorphism. Humans have an acute sense of their own existence, our lives are dominated by goals and motives, and it is natural for us, and probably rightly so, to interpret the behaviour of other humans in our own terms. It is all too easy, however, to transpose this framework onto the behaviour of other animals. 
One ingenious method to investigate first order intensionality in other animals occurred to Gordon Gallup who, in the 1960s, was a psychologist at the State University of New York. While shaving, Gallup realised that using a mirror indicates self-awareness. With very little training, humans realise that the image in the mirror is of themselves and can be used to judge and alter their appearance. Most animals, it seems, never appreciate the significance of their own image. One clever test of self-awareness is to place a spot of odourless paint on the hand and forehead of a monkey or ape while it is asleep. When the monkey or ape recovers consciousness, it typically notices the paint on its hand and attempts to remove it. When a monkey is presented with a mirror, it never makes the connection between the spot in the image and the fact that it is on themselves. In contrast, chimpanzees and orang-utans correctly grasp the significance of the image and use the mirror to help to remove the spot of paint (Gallup, 1970). Some gorillas fail the test, but one captive, called Koko, passed easily. More recently, a surprising result has emerged: elephants too can pass the mirror test. A 34 year old female elephant called “Happy” at Bronx zoo was able to use a mirror to identify herself and inspect a mark painted on her forehead (Plotnik et al., 2006). The authors of the study suggest that since elephants and primates parted long ago it is a case of convergent evolution.
Not everyone is convinced however that the mirror test reveals some higher order thought process. Just because humans recognise the image as the self does not mean other animals have this same conceptualisation. They may simply be using the mirror as a tool to inspect their own body, a simple extension of more direct inspection for self grooming purposes - something that many animals do (see Tomasello and Call, 1997, and Heyes, 2006)).
Moving up the ladder of intensionality, we can now ask whether self-aware animals such as chimps are also aware of other minds, that is, whether they have a theory that other minds exist. As noted earlier, Byrne and Whitten have concluded that the observational evidence demonstrates that only chimpanzees, orang-utans and gorillas practise intentional tactical deception, behaviour, that is, that can best and parsimoniously be explained by one animal deliberately manipulating the mind of another animal into a false set of beliefs (Byrne, 1995). Evidence on deception in cats and dogs was ruled out as being probably a result of trial and error learning. The evidence from tactical deception suggests, therefore, that only the great apes, some species of baboons and humans are capable of first- and/or second-order intensionality. 
Theory of mind was a profound breakthrough for the apes and early hominins. In the case of humans, it has, coupled with language, given us science, literature and religion. The theory of mind may have arisen from the complex social world of early hominins and itself promoted encephalisation, or it may have been a product of relative brain enlargement that developed anyway in relation to ecological factors. 
Intensionality in early hominins

Robin Dunbar (2003) argues that there is a linear relationship between achievable levels of intentionality and the volume of the frontal lobe of the brain in the Catarrhines (that is, Old World monkeys and apes native to Asia and Africa). Then by understanding how frontal lobe volume vary with overall brain volume for the anthropoid primates it becomes possible to use this relationship to infer the frontal lobe volumes of modern and extinct hominins. Once this is known it is then possible to estimate the level of intentionality reached by ancestral hominins. Although there is the possibility of the accumulation of errors of variance here, the results do provide at least a first order estimate of the possible mental capacities of our ancestors. Dunbar concluded  that level 4 intentionality (“I know that you know that I know that you know”) is only reached by modern humans and Neanderthals. 

Against the promise held out by research into the social world of primates, we must balance the fact that not everyone is convinced by the idea that some primates have second-order intensionality. Tomasello and Call, for example, conclude that ‘there is no solid evidence that non-human primates understand the intentionality or mental states of others’ (Tomasello and Call, 1997, p. 340). These reservations do not, however, invalidate the whole social complexity hypothesis. However chimps represent their social world, it is clear that it makes significant cognitive demands in addition to the demands of foraging and physical survival. These two sets of factors, environment and sociality, may have been inextricably linked in the causation of hominid encephalisation and human intelligence. Some recent work has tested the competing claims of the two theories and does suggest one set of factors may have been crucially important. The next section examines this issue.
Testing the Social Brian Hypothesis

To test the Social Brain hypothesis we obviously need some way of measuring the level of social complexity set by group size and group dynamics, and the level of intelligence possessed by species that forage and live in groups. The social complexity of a group is to some degree indicated by the mean size of the group: the larger the group, the more relationships there are to keep track of, the higher the levels of stress and the greater the all-round level of harassment. Measuring group size is also fairly easy and reliable data exist for a range of primate species. 
Measuring the intelligence of an animal is tricky to say the least. One indirect way is to measure the deviation of brain size from the allometric line of body weight and relative brain size and so calculate the EQ for a given species. But as noted earlier, there are reasons for suspecting that brain size relative to body mass may be only a rough measure of animal intelligence and that we need something more precise. 

As a body or organ develops through evolutionary time, it cannot at any stage be rebuilt from scratch. Even if the conditions in which an organism finds itself are very different from those of its ancestry, evolution must make do with what it already has to work on. Not that great feats cannot be achieved by this – a fin can turn into a leg, a leg into a wing and a wing back again into a fin – but evolution is essentially opportunistic, and as a consequence organisms often bear the scars of their past. As long ago as 1970, Maclean argued that the human brain can be divided into three main sections: a primitive core that we have inherited from our reptile-like ancestors; a mid section that contains areas concerned with sensory perception and integrating bodily functions; and finally an outer layer or cerebral cortex that is distinctive to mammals (Figure 6.1) 
The word ‘cortex’ comes from the Latin for bark, and it is this crinkly outer layer which lies like a sheet over the cerebrum. It consists largely of nerve cell bodies and unmyelinated fibres (that is, fibres without a white myelin sheath), giving it a grey appearance – hence the phrase ‘grey matter’ to distinguish it from the white matter beneath. The cortex is only about 3 mm deep in humans. In non-primate mammals, it accounts for about 35 per cent of the total brain volume. In primates, this proportion rises to about 50 per cent for prosimians and to about 80 per cent for humans. If we desire some objective measure of animal intelligence, it could be the cortex that we need to focus on. The cortex surrounding the cerebellum is often more specifically referred to as the neocortex to distinguish it from other cortical areas of the brain, such as the pyriform cortex and the hippocampal cortex.
Figure 6.1     Triune model of the brain as proposed by MacLean.

Based on ideas in MacLean, P. D. (1972) ‘Cerebral evolution and emotional processes: new findings on the striatal complex.’ Annals of the New York Academy of Sciences 193: 137–49
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Key:

Reptilian brain 

Consists of the brain stem, medulla, pons, mesencephalon, basal ganglia, reticular activating system, midbrain and the cerebellum. Its purpose is related to physical survival: digestion, reproduction, breathing, circulation and the execution of the flight or fight response are housed here. Area responsible for basic drives, repetitive and ritualistic forms of behaviour. Involved in “innate” disposition to establish hierarchies. Also possibly storage of learnt forms of behaviour.

Old Mammalian (Limbic system) 

Contains a number of areas concerned with fighting, feeding, self-preservation, sociability, feelings, and affection for offspring. It includes the amygdala (see chapter 8,the hypothalamus, the mammillary body, the anterior thalamus, the cingulated cortex and the hippocampus. Linked with emotionally-charged memories, links emotion and behaviour and so can override the habitual reactions of the reptilian brain. Linked with activities related to food, sex and emotional bonding.
Neomammalian (Neo cortex)

Relatively recent in evolutionary time. Well-developed neocortex found only in higher mammals. Thin sheet of neutrons but highly convoluted. Makes up about two thirds of brain mass in humans. Receives information from eyes, ears and body wall. Responsible for higher mental functions, well developed in primates, especially humans where it constitutes about five sixths of the human brain. Processes sensory information and coordinates and plans voluntary movements.
Social complexity, neocortical volume and intelligence
If we accept that it may be the neocortex that is the advanced region of the brain concerned with consciousness and thought, it is this region of the brain that should correlate with whatever feature has driven the increase in intelligence in humans and other primates. To test between environmental and social complexity theories, Robin Dunbar (1993) plotted the ratio of the volume of neocortex to the rest of the brain against various measures of environmental complexity and also against group size. The results were fairly conclusive. He found no relationship between neocortex volume and environmental complexity, but a strong correlation between the size of the neocortex and group size.
This correlation looks promising for the Machiavellian hypothesis, but neocortex volume is still an indirect measure of intelligence. In an attempt to establish whether the neocortex ratio correlates with Machiavellian intelligence in a more direct way, Byrne and Whiten (1988) collected data on actual observed instances of Machiavellian intelligence in action, making allowance for bias introduced by the different number of studies on different species. If one primate deceives another in such a way that it shows some appreciation of the other’s mental state, this is taken as an example of Machiavellian intelligence. The result was a significant correlation.
The social brain hypothesis is not without its critics and faces difficulties in explaining why primates with social systems similar to the great apes, such as capuchins and macaques, are not as intelligent as the great apes. One answer may be that even controlling for group size the social life of the great apes is more complex and cognitively demanding. But why this should be so is not addressed in the social brain model. There is also the problem of the highly enecephalised but relatively solitary orang-utan – often left out of groups size and brain size correlations as an anomaly

In later work Dunbar and Schultz (2007) cleared up some of the confusion surrounding the social brain hypothesis (SBH) by pointing out that the social brain hypothesis is not a stand-alone dichotomous alternative to ecological theories. They suggest that the social brain hypothesis is an ecological hypothesis in that some ecological problems (foraging, survival, rearing offspring, deterring predators) might best be solved socially rather than through isolated individual learning. So in essence the SBH suggests that external ecological pressures drove up group size to enable social solutions to ecological problems, but that then this selected for mechanisms to maintain and enhance social cohesion, as well as to enable an individual to function, in large social groups.

They argue that the term SBH is better than the Machiavellian intelligence hypothesis since the latter has encouraged people to focus too much on cunning and deceit whereas the ideas really concern all the implications of social complexity. 

Since the work of Byrne and Whitten in the 1980s and the work of Dunbar in the 1990s, relative neocortex size has been shown to correlate positively with numerous other indices of social complexity, including: grooming, clique size, the frequency of coalitions, number of females in a group,  and the frequency of social learning (Dunbar and Schultz, 2007).

It is quite important to note that only anthropoid primates show a strong and robust correlation between relative neocortex size and measures of social complexity. In other mammalian taxa, including prosimian primates (that is, the more primitive primates such as lemurs and bush babies), and birds the relationship is not found. What is found in these groups, however, is that a large relative brain size is associated with a strong pair bond as found in social monogamy. One scenario, suggested by Dunbar and Scultz (2007) , is that at some point in evolutionary history primates began to use the cognitive skills needed to maintain and regulate the reproductive pair bond to create relationships with non-reproductive partners. So as group size increased, driven by ecological pressures, so the number of relationships between any individual and others increased requiring greater cognitive power if the relationships were to be maintained. Hence the positive correlation we see now between neocortex size and group size. 

Correlations provide importance evidence about potential cause and effect relationships. But they can also mislead unless interpreted carefully. Before we move on to examine more correlations used to support various theories of brain growth it may be worthwhile emphasising this point. This is done in Box 6.1 
Box 6.1 : Problems with correlations and causation: do Storks bring babies?
It has become something of a mantra in epidemiology to remember that “association is not causation” and so similarly in other life sciences a correlation between two variables does not mean that one directly influences or is responsible, even in an indirect way, for the other. An amusing way to illustrate this principle, which has been done on numerous occasions, is the testing of the “Storks bring babies” theory (Matthews, 2000; Hofer et al, 2004, Sies, 1998).

 If Storks (family: Ciconiidae) really do bring babies then we could expect a correlation between the birth rate in a country and the number of breeding pairs of storks. If we look at data collected from various European countries this is exactly what we find (Figure 6.2)
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Figure 6.2 The birth rate in 17 European countries plotted against number of breeding pairs of storks in that country. The correlation is positive and highly significant (Pearson’s r = 0.62, P<0.008). Data taken from Matthews, 2000, Table 1, p. 37.

The most plausible explanation, most readers would agree, is not that storks really do bring babies but that some confounding variable is at work serving to generate a spurious correlation between birth rate and Stork population. For the data used to generate Figure 6.2 the underlying driver is probably land area: larger countries have more Storks but also (generally speaking in Europe) larger populations, which tend to have associated higher birth rates (more people to produce offspring). 

Sometimes, however, the confounding variables are not so obvious. In a “tongue in cheek” paper, Hofer, Przyrembel and Verleger (2004) looked for connections between Stork populations and deliveries of babies both inside and outside hospitals in Berlin (Figure 6.3). As one would expect from the storks bring babies theory, there was no correlation between
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Figure 6.3 a)Plot of babies delivered in Berlin hospitals (1990-2000) against breeding pairs of Storks in Brandenburg. Pearson’s r = -0.299, not significant at P=0.4. Data taken (and re-plotted) from Hofer, Przyrembel and Verleger (2004), Figure 2, p. 91. Figure 6.3b)    Correlation between number of births outside of hospitals in Berlin in relation to number of pairs of storks in Brandenburg (the state surrounding Berlin) over the years 1990-2000. Pearson’s r = 0.620, P= 0.028 (one tailed).Data taken (and re-plotted) from Hofer, Przyrembel and Verleger (2004), Figure 2, p. 91. Adapted with permission.
the stork population and the number of babies delivered in Hospitals (since it is plain to see that in Hospitals babies are delivered by alternative means) but there was a significant correlation between the Stork population and out of hospital deliveries over the same period (1990-2000).

………………………..END OF BOX……………………………

6.1.7 The climate change hypothesis
The climate of Africa has changed considerably over the 6 million years during which the hominins evolved. In very broad terms between 6 and 3 mya Africa was fairly warm and wet. Between 3 -1 mya the climate slowly cooled but with fluctuations caused by glacial and interglacial periods- the time between successive glacials being about 40,000 years.  During a glacial period the climate is cool, water is locked up in the form of ice, and across Africa forest would have been replaced by grassland. Interglacial periods are wetter and forests will return. Over the next one million years to the present the world experienced a series of regular glacial and interglacial periods of an extreme form at roughly 100,000 year intervals. We are currently enjoying the warm interglacial period of the Holocene.

The climate change hypothesis proposes that the challenges of coping with climate change selected for brain expansion over the last 2 million years. Rapid fluctuations of climate over a short period of time would make instinctive or simple strategies of coping with the environment redundant. Instead we might expect brains to be selected for the ability to adapt, adjust, learn quickly and come up with innovative solutions to survival problems – all of which requiring considerable cognitive power. Evidence in favour of this broad idea comes from work on both birds and other mammals. Sol et al (2008) found that the brain size of a mammal was strongly correlated with its success when introduced into novel environments following conservation initiatives. A similar group also found that in general migratory birds (who tend to follow one type of climate and set of conditions around the globe) tend to have smaller brains than resident species who have to cope with environments that change throughout the year (Sol et al 2010)

The recent growth in studies relating to behavioral plasticity and brain size in a variety of species has led to a renewed interest in the major astronomical cycles that impact on the earth’s climate. The three main cycles, which were brought into prominence in the 1940s by the work of the Serbian astronomer and physicist Milutin Milankovitch, are : the precession cycle, the obliquity cycle and the eccentricity cycle (Table 6.3)

The interaction of these cycles is exceedingly complex and as well as causing climate variability to change through time it also gives rise to different effects at different latitudes. Some effects may seem subtle but, as shown in a classic study by Whittaker (1975) even small changes in temperatures and rainfall can have a major impact on vegetation growth, primary productivity and by inference animal life.

Matt Grove (2012) carried out a statistical analysis looking for correlations between these orbital cycles and hominin cranial capacity over the last few million years. His main conclusion was that the main driver of cranial capacity increases was the eccentricity cycle - potentially explaining as much as 43% of the variability in endocranial capacity over the last 3.2 million years.

Table 6.3 Astronomical cycles impacting on the earth’s climate
	Cycle
	Cause and duration (Mya = million years ago; ka = 1,000 years )

	The precession cycle (sometimes called precession of the equinoxes)
	21ka. Due to fact that the earth’s spin has a wobble, like that of a spinning top. Major influence on climate variability 5MYa – 3 Mya 

	Obliquity cycle
	41ka. Due to fact that the tilt of the earth’s axis relative to its orbit (usually around 23o)around the sun changes by about 2 degrees over this whole cycle. Does not change total solar radiation on earth but effects latitude temperature gradient.

	Eccentricity cycle
	100ka. Due to fact that earth’s orbit around sun is an ellipse which is constantly moving.

Became dominant around 1Mya.


The importance of the eccentricity cycle probably stems from the fact that as the cycles with the longest period it naturally modulates the effects of the others. Interestingly, the greatest amplitude variation in the eccentricity cycle (that is, the difference between one peak and the next 100ka later) occurred around 0.5 Mya which corresponds neatly with an agreed burst of hominin encephalisation, leading, for example, to the emergence of Homo heidelbergensis – the ancestor of ourselves and the Neanderthals. 

Jessica Ash and Gordon Gallup (2007) have also examined correlations between climate change and brain volume. Climate data was obtained from two sources: the ratio of O18 to O16 isotopes obtained from drilling through ocean sediments that can be dated back to 3 million years ago; and sea temperature values inferred from chemical residues of phytoplankton also preserved in sediments encompassing the period 4.6 -0.093 million years ago. From such samples they obtained two types of measures of climate: general trends in climate parameters (such as sea temperature) measured from means of values calculated for 100 thousand or 200 thousand year intervals; and (more significantly for this study) fluctuations measured by taking  the standard deviation of individual measures for a given period in time. From these analyses two conclusions emerged: firstly that there had been an overall cooling of climate over the last 3 million years; secondly that over this same period the magnitude of fluctuations in temperature steadily increased
Using an archival data base of information about fossilized hominin skills (De Miguel and Henneberg, 2001), Ash and Gallup looked for correlations between brain size and climate variables. For oxygen isotope ratio measures of general cooling and fluctuations they found r values of 0.725 (P<0.01) and 0.644 (P<0.01) respectively. In other words as the climate cooled so brain size grew, and the growth in brain size was positively correlated with the size of the fluctuations of the climate. Brain size was correlated in a similar way with sea surface temperature measures made using sediment analysis. Using EQ measures rather than cranial capacity gave an even higher correlation with climate fluctuation (r=0.731, P<0.05). The results then offer support to the idea that climatic variation through time may have selected for increased cognitive power in the hominin lineage. This relies of course on the assumption that larger brains are associated with higher intelligence, although using measures of EQ circumvents this problem to some extent. But even among modern humans there is a correlation between head size and IQ. Studies on various age groups and different ethnic backgrounds show that as head size increases so does IQ (Rushton and Ankney, 1996), with correlations between 0.17 and 0.26 (Ash and Gallup 2007). Head size is not the same as brain size of course, but when brain size is more accurately measured using MRI scanning the correlations rise to between 0.4 and 0.5 (Wickett et al, 2000; McDaniel, 2005). This positive relationship is to be expected given that larger brains contain more brain cells (neurons) and crucially more synaptic connections. Roughly speaking the computational power of a brain rises exponentially with the number of neurons available. But climate variability also has a spatial dimension and this is considered next. 
Seasonal climate variation and brain size

If climate fluctuations increasing through time selected for increases in brain volume then it might be expected that spatial variation in climate variability might also support hominins with different cranial capacities. Ash and Gallup reasoned that the farther early hominins lived away from the equator at any one period then the larger the should be their brain size since geographic movement north or south from the equator  is associated with increasing extremes of annual climate variation. They found that for the fossilized hominin crania they examined in relation to their find locations there was indeed a correlation between latitude and brain size (Spearman rho (r) = 0.478, P<0.01) (Ash and Gallup, 2007).

Further support for this idea that higher latitudes demand greater cognitive skill comes from data on the complexity and variety of tools in relation to climatic zones. The higher the latitude then so the more variable the environment; the growing season for plants is reduced for example, giving rise to time constraints on the gathering and storage of food that must be resolved if hominins are to survive. In some classic work on hunter-gatherer technology Oswalt (1976) and Torrence (1983) collected data on tool complexity and latitude. A plot of their data is shown in Figure 6.4. As we can see as latitude increases so does the number of tool types, suggesting that perhaps more cognitive skill will be called for. 
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Figure 6.4  Plot of latitude against number of tool types used by a hunter-gather culture at that latitude. Data taken from Torrence (1983) table 3.1, p. 15. Spearman rho – 0.615, Sig. (two-tailed) = 0.004.

Intelligence and winter temperatures
As well as climatic variability increasing with distance from the equator so too does the harshness of winters, a feature underlying the theory that the need to survive cold winters in harsh climates is a powerful force in selecting for high intelligence (Lynn, 1991). In a recent test of this idea, Templer and Arikawa (2006) looked for correlations between national IQ measurements and winter temperatures for 129 nations. . They found a significant negative correlation between IQ and maximum winter temperature (r =-0.76, P<0.01) and between IQ and minimum winter temperature (r= -0.66, P<0.01). In other words, the colder the winter climate (measured by the highest or lowest winter temperature) the higher the IQ in a nation. Satoshi Kanazawa (2007) repeated some of this work but looked at annual mean temperature rather than winter temperature as the independent variable. Consistently, he also found a negative correlation between national IQ and mean annual temperature (r= -0.631, P<0.001). Kanazawa made the additional argument that it may not be simply the intellectual demands of coping with cold temperatures, but the whole problem of coping with novel environments, of which cool temperatures is just one component. Hominins moving out of Africa, so the argument runs, would have encountered novelty in a variety of forms: climatic unpredictability, different flora and fauna, different topologies and so on Adjusting to these new conditions would require the evolution of general intelligence and not the cluster of specialized (domain specific) cognitive functions that had served so well for an equatorial climate and savannah open grassland (Kanazawa, 2004). 

To support this contention, Kanazawa argued that latitude, longitude and distance from the ancestral EEA could serve as an indicator of novelty and should bear some relationship with intelligence. Using multiple regression analysis he found that even when mean annual temperature is controlled for, both latitude and distance from the EEA (measured from 3 points in Africa) were positively correlated with national IQ. The father away a nation is from sub-Saharan Africa the higher the average IQ in the population. Kanazawa concluded that temperature and evolutionary novelty accounted for about 2/3 of the variance in average IQ between nations. 

Correlations are suggestive and often supportive of hypotheses but do not unambiguously point to real causative factors. IQ is also very much a contested concept and although the authors above take pains to show how the validity of IQ can be justified, not all are convinced and the meaning of IQ is still open to debate(see Nisbett, 2009; Wicherts et al , 2010). There is also the ever-present problem of finding spurious correlations (see BOX 6.1)

6.2 Language
 6.2.1 Grooming coalitions and group size

The encouragement that the Machiavellian hypothesis receives from data on neocortical enlargements prompts a deeper inquiry into why large groups should make greater cognitive demands. As humans, we are acutely aware that large groups quickly resolve into ‘cliques’ or small subgroups that trade information and help. A similar phenomenon is observed in other primates (but without the mediation of an aural language) when they spend time in fairly stable subgroups grooming one another. If grooming serves as some sort of social cement that binds groups together, we would expect the proportion of time that a primate spends on grooming to be related to group size. Dunbar (1993) tested this prediction using 22 species of primate that live in stable groups and found a strong positive correlation with the equation of the regression line :

G = –0.772 + 0.287N
G = Grooming time

N = group size

This is at least consistent with the idea that grooming is needed to maintain the cohesion of primate groups. It is important to note that grooming takes place among special subgroups or cliques. Any individual does not distribute grooming time equally among all other members of the total group. 

The work of such people as Dunbar, Byrne and Whiten suggests that it is the social complexity of primate life that may have demanded an increase in brain size, and we may reasonably infer that this was also probably a powerful factor in driving up the size of brains in early hominids. One of the benefits of a large brain must surely have been language. 
According to Dunbar, the study of grooming and groups size offers a way of discovering the origin of language. If we examine once again the plot of group size against neocortical ratio we can use the equation of the regression line to predict something about the ‘natural’ size of human groups. The equation is:

logN = 0.093 + 3.389logCr 

where:
N = group size 


Cr = neocortical ratio.

The neocortex in humans occupies about 1006 cm3 out of a total brain volume of 1252 cm3. This gives a Cr of 4.1, which, when inserted into the equation above, predicts a group size for humans of 148, with a 95 per cent confidence interval range of 100–231. We should note that this is the predicted size for a group of hominids living a hunter-gatherer lifestyle. Dunbar assembles evidence, including the size of early Neolithic villages, the number in contemporary hunter-gatherer bands and military companies over the past 300 years, and the number of people with which modern humans can have a genuinely social relationship, to suggest that this figure has some credence. It is difficult to determine what ecological factors drove the size of human groups up from what we must assume were smaller groups of our ancestors, which may have been the size of those of modern chimps, at about 50. It could be that the more open habitat colonised by early hominids was more vulnerable to predation, that early hominids practised a nomadic way of life or that competition existed between different hominid groups (Dunbar and Aiello, 1993).
If we now insert the figure for the size of a human group into the equation linking groomin time (G) and group size (N), G = –0.772 + 0.287N, we arrive at a predicted grooming time of 42 per cent. Now, grooming is part of the overall time budget of an animal: time spent grooming is time lost for hunting, foraging, looking out for predators and attending to young. Dunbar suggests that the upper affordable limit for most primates is about 20 per cent, the highest recorded value for an individual species being 19 per cent for Papio papio baboons. Dunbar then proposes that, as the enlargement of the neocortex proceeded hand in hand with increasing group size and hence social complexity, there arose a point at which a more time-efficient means of grooming became essential. Dunbar’s thesis is that language evolved as a cheap form of social grooming. Language enabled early Homo sapiens to exchange socially valuable information, not of the ‘There is a beast down by the lake’ sort as is usually supposed, but about each other: who is sleeping with whom, who can be trusted and who cannot. In short, language began as a device to facilitate the exchange of socially useful information, gossip as it is sometimes called.
In support of his thesis, Dunbar suggests that the subject matter of most conversations today is still predominantly of the gossip variety. In one study, conversations that were monitored in a university refectory were for over half the time concerned with social information, dealing with academic matters for only 20 per cent of the time. The crucial thing about language as an effective grooming device is that it can be used while other activities, such as walking, cooking and eating, are still taking place. Moreover, several groomers can be linked together in a conversation, unlike the pairwise interactions of physical grooming. In fact, if we assume that early humans could only afford the same time as chimps for grooming (about 15 per cent of the time available), then, since the ratio of human group size to chimp group size is about 148:54 or 2.7:1, early humans needed something about 2.7 times more effective than one-to-one grooming. Dunbar et al. (1994) suggest that it is no accident that typical human groups forming for conversation or gossip usually number about four. From an individual point of view, interacting with three other people is three times more effective in the use of time than interacting with one, and three is pretty close to 2.7. 

Dunbar’s analysis can also be used to date, very approximately, the start of human language. If we accept the view that unspecified ecological factors drove up the group size for early hominids, and that this in turn spurred the growth of the neocortex and thus the time spent grooming, there came a point at which the time needed for grooming called for language as a more time-efficient grooming device. Dunbar suggests the ‘Rubicon’ of grooming time that had to be crossed by language was about 30 per cent. Now, there is an ingenious way to predict grooming time for early hominids. Since grooming time is related to group size and group size is related to neocortical ratio, we can, even though we have no direct idea of the size of the neocortices of early hominids, use the fact that there is an allometric equation linking neocortex size to overall brain size to make some predictions. The results are that a ‘Rubicon’ of 30 per cent of the time budget translates to a group size of about 107. When this is plotted on a graph of predicted group sizes for various hominid species based on suggestions for the neocortical ratios, it provides a date for the start of language-based grooming for late members of Homo erectus and early Homo sapiens somewhere between 300, 000 to 200, 000 years ago. Table 6.4 shows data on predicted grooming times for fossil and modern hominids. 
One problem with these data is the high grooming time predicted for Neanderthals. If language provided the answer to the demands for grooming, this tends to suggest that Neanderthals had language, yet evidence from the cultural achievements of Neanderthals would suggest they were not as advanced, at least in symbolic culture, as was Homo sapiens. 

Dunbar’s prediction is consistent with the idea that language is a distinguishing mark of Homo sapiens. It provides a rather later date than some of the anatomical evidence on cranial shapes and topographical features, and Dunbar’s ideas are original and provocative. We will summarise a few areas in which the data or methodology has been criticised.
Table 6.4   Predicted percentage grooming times for fossil and

modern hominids.
Source: Data from Dunbar, R. I. M. and Aiello, L. C. (1993) ‘Neocortex size, group size, and the evolution of language.’ Current Anthropology 34(2): 184–93.

	Taxon
	Number in sample
	Mean % predicted grooming time



	Australopithecus
	 16
	18.44

	Homo habilis rudolfensis
	  7
	22.73

	Homo erectus
	 23
	30.97

	Archaic Homo sapiens
	 18
	37.88

	Neanderthals
	 15
	40.46 

	Modern Homo sapiens (female)
	120
	37.33

	Modern Homo sapiens (male)
	541
	40.55


Language as grooming

It is not obvious that language used to gossip is a direct equivalent of grooming: one would expect to find some structural similarities in the behaviours. Language appears too complex for grooming, and grammar, if anything, seems as much designed to describe the physical as the social world. It is also not obvious that a conversation group of four really is three times as efficient as speaking to individuals on a one-to-one basis. One-to-one conversations may be more intense and more productive in the sharing of valuable information compared with group gossip. To infer from gossip today an original function for language is a huge leap. We may gossip because our standard of living has given us time. The gossiping of academics and students in university refectories may not be typical of early hunter-gatherers.

Despite these reservations, Dunbar may have hit upon something very important. Language may have a role in supporting social intelligence. To function effectively in groups, we do need to know who are our relatives and friends. This may be obvious with close kin, but we need social information to recognise more distant relatives. In groups in which reciprocal altruism and especially indirect reciprocal altruism are found, we also need to keep track of the reputations of others and ensure that our own reputation is sound. Whether language started as gossip, and information about the physical world was a byproduct, or whether it was the other way around is still debatable. The social intelligence hypothesis suggests a function for language once it has started.
There are particular problems when Dunbar’s method is used to date the origin of language since there is a three-step process of inferring neocortex size from total brain size, then from neocortex size inferring group size, and from group size deducing grooming time. Any errors in the first or second stages (and there are wide confidence limits) are compounded by the time we get to the last.
 In the next section we examine some recent evidence that offers insight into how language could ever start to emerge at all.
6.2.2  Mirror-neurons and the origin of language
In the mid 1990s Giacomo Rizzolatti and his research group at the University of Parma in Italy were investigating the behaviour of neurons in the brain of a macaque monkey when they made a remarkable discovery. The neurons under investigation lay towards the front of the brain in an area known as F5 and known to be associated with hand and mouth movements. The procedure involved monitoring the firing (electrical discharge) of individual neurons. Sure enough, as the monkeys performed specific acts, such as grasping a toy or piece of food, so the neurons fired. Then something strange and unexpected was observed: when the monkey observed one of the experimenters grasping something neurons in the monkey’s brain fired in the same way as they would have done if the monkey itself had performed the act. The group called these neurons “mirror neurons” since they mirror (replicate) the behaviour of neurons involved in action (Gallese et al., 1996). Subsequent work has shown that these mirror neurons exhibit the following properties:

· The neurons do not respond simply to object presentation: they require a specific observed action

· Some neurons are highly selective and specific in the actions they respond to. Response-provoking actions discovered so far include grasping, manipulating, tearing and putting an object on a plate.

· The neurons fire when the action is “understood” and not simply in response to action-like movement. Hence a hand moving to pick up an object causes the neuron to fire but not a hand moving towards a non-existent object. It is not simply the visual appearance of the target object, however, that is important, since if the object is hidden behind a screen in such a way as the monkey could infer it was there, then the movement of a hand towards it still causes the neuron to fire (Iacoboni, M. et al, 2005)

Rizzolatti and colleagues quickly recognised the implications and significance of these findings. They suggest the existence of a mechanism, in monkeys at least, for the direct internalisation and comprehension of the actions and intentions of others. To take a human parallel (assuming they exist in humans as well), imagine yourself observing someone moving towards an object with arm outstretched and hand poised in a gripping position. How do you know what their intentions are? Before the discovery of mirror neurons, most neuroscientists would probably say that you are drawing upon a rapid reasoning process: by comparing sensory evidence with information stored in your memory you arrive at a realistic prediction about the intentions of the other person. The discovery of mirror neurons suggests an alternative much more rapid process: you understand the actions and intentions of another person because those actions and intentions are also happening inside you own head; your neurons behave as if you yourself were executing the action you are observing.

The obvious question is whether such neurons do exist in humans or not. In experiments using positron –emission tomography (PET) brain activity was imaged whilst human subjects observed an experimenter either grasping an object or, as a control, simply viewing an object. It was found that grasp observation caused activation in the left hemisphere in areas known as the superior temporal sulcus (a fissure in the side lobe of the brain), the inferior parietal lobule and the inferior frontal gyrus ( Rizzolatti and Arbib, 1998). The important point about these areas is that the last two especially correspond to the ventral premotor cortex area in the monkey, or the area F5 where macaque mirror neurons were observed. So far there has been only one study reporting direct experimental evidence from recording the outputs of single cells in vivo (the gold standard of MN research). Mukamel et al (2010) obtained evidence very suggestive of MN activity from electrodes implanted into the brains of 21 patients who were suffering from epilepsy and electrode implantation was part of their therapy. Further evidence for the existence of a human mirror neuron system comes from brain imaging (for example, using fMRI), transcranial magnetic stimulation (TMS) and behavioural techniques (see Glenberg, 2010).

It is perhaps significant that the activation observed by Rizzolatti and Arbib (1998) was noted in the left hemisphere. There are now many neuroscientists who think that area F5 is the monkey homologue of Broca’s area in the human brain. In other words, the primate that was our last common ancestor with the macaque (which lived about 25-30 million years ago) had a brain area that evolved to become region F5 in the macaque and Broca’s area in humans. So is it a coincidence that mirror neurons are found in both these areas, or is there some deeper evolutionary link between the two? At first inspection, the linkage between a system of action production and recognition and speech is not immediately apparent. But Rizzolatti and Arbib think there is a profound evolutionary connection between these two areas and that, in short, the human lateral speech circuits were built upon a pre existing neural substrate of the type observed in the macaque mirror neuron system (Rizzolatti and Arbib, 1998). . Understandably, there has been allied speculation that MN dysfunction contributes to mental disorders such as autism (Iacoboni and Dapretto, 2006) and schizophrenia (Arib and Mundhenk, 2005
If the mirror-neurion system really did form an ancient platform for language development, then a series of evolutionary stages has to be postulated from gestural meaning (inherent in the gesture and communicated by mirror-neuron activity) to the abstract meaning in sounds that constitutes language (where the sound of a word has no necessary or obvious connection with its meaning). But since it is suggested that speech evolved from gestural meaning then a neurophysiological prediction can be made: hand and arm gestures and speech formation may still show some linkage at the level of neural substrate. 

There are at least two experiments that support this prediction. Meister found that the excitability of the hand motor cortex increased when subjects were speaking. Now word articulation recruits the motor cortex on both sides of the brain, but the activation recorded by this technique was linked to the left hemisphere (the side of the language centres) (Meister et al., 2003). In another study, Gentilucci (2003) asked volunteers to pronounce a syllable (“ba” or “ga”) whilst observing another individual grasping objects of different size. If gestures (recorded in the mirror neuron system) and language do share an ancient foundation, then one might expect large objects to elicit a higher level of vocalisation. This is exactly what was found: both lip aperture and voice amplitude were greater when the grasp extended to larger objects.

If human speech centres are linked with action recognition can we observe something similar in macaques? Macaques cannot speak of course, but they do make vocal sounds. Gil-da-Costa et al (2006) presented macaque monkeys with two types of aural stimuli: recordings of macaque vocalisations, and neutral sounds of non-biological origin but similar in duration, intensity and pitch to the sounds of macaques. PET scans of the brains of these monkeys showed that natural vocalisations evoked significantly higher activity in the tempoparietal area of the superior temporal gyrus  (a gyrus is a ridge on the surface of the brain) than non-biological sounds. It is precisely these areas that correspond to the language centres in the human brain. 

So there is strong evidence for a linkage between mirror neurons in the brains of macaques and humans, vocalisation and speech. What is now needed is a plausible evolutionary argument to explain how an action recognition system could be adapted and built upon to lead to human language. Some initial considerations look promising. A puzzle for all theories of language evolution is what Arbib (2005) called the “parity requirement”: the meaning for the sender must be the same as that for the receiver. The fact that the mirror-neurons do precisely this for gestures (they fire inside the head of an observer, thereby replicating the meaning of the action of the observed) is an encouraging start. From then onwards the proposed stages of evolution are necessarily speculative. Rizzolatti and Arbib (1998) suggest the following scenario:

· A pre-hominin neuronal system controlling grasping

· A pre-hominin system of mirror neurons in ancestors shred by humans and monkeys

· A pre or early hominin system of imitation for grasping and action movements. The observer is able to imitate the action observed: this would be a relatively easy step since the very neurons involved in the action are already firing and have to be suppressed in contemporary macaques to avoid physical repetition of the action observed.

· A hominin system for recognising the performance of another as a combinations of actions already in the understood repertoire

· Proto-sign and proto-speech systems that break out from closed into open repertoires. The beginning of pre-linguistic and then linguistic grammatical structures.

· A final stage involving cultural evolution to fully developed language.

It is difficult to estimate how reliable this sequence of events will turn out to be. What is very likely, however, is that the action recognition system described by Rizzolatti and Arbib lies at the heart of many communicative interactions. It is obvious that understanding the intentions of others rests at the very core of such capabilities as imitation, empathy, mind reading (or Theory of Mind – see chapters 6 and 15) and recognising signals of dominance and submission. The distinguished neuroscientist Vilayanur Ramachandran is enthusiastic about the potential of mirror-neurons:

“I predict that mirror neurons will do for psychology what DNA did for biology: they will provide a unifying framework and help explain a host of mental abilities that have hitherto remained mysterious and inaccessible to experiments” (Ramachandran, 2000)
Ramachandran may be right, but the strong interpretation of mirror-neurons supplying instant meaning to the observer faces one enormous problem. If it is suggested that mirror neurons only fire when the movement of an arm is directed towards some meaningful action (the grasping of an object) and replicate this meaning instantly inside the head of an observer, and not when confronted by movement alone, such as a hard moving towards a non-existent object, how does the mirror-neuron system “know” that the former is meaningful? In essence, if meaning is supposedly presented instantly in the brain how can the system decide to be selective before the action is complete? 

The phenomenon suggests some other neural circuitry that processes visual information, establishes meaningful action and then prompts mirror neurons to fire when such actions are observed. Problems like this probably do not undermine the importance of these neurons but they do remind us that complex arguments will be needed to show how mirror neurons lifted primates such as ourselves into the realm of complex linguistic communication.

In summary, even 20 years after their discovery in monkeys the role of mirror neurons in remains controversial. The consensus view is that there is a genetic basis to the human MN system; that it originated in our primate ancestors before the separation of the hominins and chimpanzees; and that it is an adaptation in that it helped our ancestors to thrive and reproduce effectively. There are, however, a few sceptics who see a MN system as a product of development and learning rather than an innate system (see Hickok and Hauser, 2010; Cook et al, 2014). So despite two decades of research it is still premature to claim a central role for mirror neurons in an evolutionary understanding of the human brain. 

Summary

· The role of social factors in the evolution of primate and human intelligence is increasingly receiving support as part of the Machiavellian intelligence hypothesis
· A theory currently receiving much attention is the idea of climatic factors causing ecological variability and selecting for a large hominin brain to learn ever-changing coping strategies. The real reason for rapid brain growth in the hominins may be a synergistic mix of factors and influences.

· Although there is still widespread debate about the origin of language, and even about whether it is a product of natural selection, one intriguing set of ideas suggests that social complexity led to large brains. As group size grew in relation to ecological parameters, language evolved to serve as a grooming device in complex social groups. This line of thought places the origin of language somewhere between 300,000 and 200,000 years ago and identifies a surprisingly significant role for gossip.
· Recent work on mirror-neurons suggests a means by which the understanding of gestures may have allowed langauge circuits to develop.
Further reading
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