


Mathematical and Statistical Formulae
[image: ]

Chapter 2: Keeping up with the change: index numbers
Laspeyres' index = 


[bookmark: _GoBack]Paasche's index = 



Chapter 5: Making sense of data: averages and measures of spread
Mean:


Mean for a frequency distribution:


Standard deviation


Standard deviation for a frequency distribution


Coefficient of variation =	

Chapter 6: Taking a chance: probability
Addition law: 
P(A or B) 	= P(A) + P(B) -P(A and B)
			= P(A) + P(B) for mutually exclusive events
Multiplication rule:
P(A and B) 	= P(A)  P(BA)
= P(A)  P(B) for independent events
Expected value = px  

nPr =

nCr = 
Bayes’ theorem

	
Chapter 7: The shape of data: probability distributions
Binomial distribution
P(r) = nCrpr(1-p)n-r
Mean = np
Standard deviation = 
Poisson distribution
P(r) = 
Standard deviation = m
The normal distribution



Chapter 8: Interpreting with confidence: analysis of sample data
Point estimates for the mean and percentage are:


	
Standard error of the mean
SEM = 
Standard error of a percentage
SEP = 
Confidence interval for a mean based on the normal distribution (large samples): 

Confidence interval for a mean based on the t-distribution (small samples):

Confidence interval for a percentage: 

Finite population correction factor:



Chapter 9: Checking ideas: testing a hypothesis 
The Z-test for a single sample mean: 

The t-test for a single sample mean: 

Hypothesis test of a percentage:

Where SEP must be found from the following:

Large sample tests for two independent population means

Where 
Small sample test for two independent population means

Where 
and 
Paired samples

Where 
Hypothesis test involving two population percentages

Where 
And 11
The 2 hypothesis test statistic is:


The degrees of freedom for a goodness-of-fit test is: 
 = n - 1 - k
The expected value for a contingency table is given by:


The degrees of freedom for a contingency table is found from:
(number of columns - 1)  (number of rows - 1)

Chapter 10: Cause and effect: correlation and regression
Spearman's rank correlation coefficient (R):


Pearson's product moment correlation coefficient (r)


Line of best fit (method of least squares): y = a + b x
The values of a and b that minimise the squared errors are given by the equations:-


The coefficient of determination: r2
Hypothesis test for the slope, 
H0: 
H1: 

Where 
And 

Chapter 12: Choosing wisely: investment appraisal
		ARR = Average profits  100%
			 Initial capital
Compound interest formula:


Present value formula:


NPV = sum of discounted cash flows - initial investment
IRR calculation: Formula for linear interpolation


Sinking funds
The value of a fund after n years with constant payments of £x where the first payment is made now and the last payment at the end of year n is

Constant repayments

Compound interest with continuous compounding


Chapter 13: Forecasting: time series analysis
The additive model: 		Y = T + S + C + R
The multiplicative model:	Y = T  S  C  R
Error statistics:	

 
and


Exponential smoothing:
Next forecast = Last forecast +   error in last forecast

Chapter 16: Managing stock levels: materials management and inventory Control
EOQ:
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m   =   x
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p   =  P
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R  =  1  - 6 d n( n - 1) 2 2 å
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