2
Probability, Contingency tables and chi-square tests

Probability describes the likelihood of an event happening. Its value can be calculated from symmetry, as in gambling, or from the relative frequency of past events. The latter method is the more common and the one we have concentrated on in this course.

If calculating probability from symmetry it is calculated from the ratio of the number of possibilities giving the desired effect to the number of all possibilities. We do this instinctively as the probability of drawing an ace from a pack of 52 cards is 4/52 or 1/13.

If calculating probability from relative frequency it is calculated as the ratio of all favourable events in the past to all possible events. If, on average, it has rained on 12 days out of the 30 in June in the past the probability that it will rain on any one day in June in the future is 12 out of 30 or 2/5.

If we are considering two variables the results are cross-tabulated in contingency tables with the cells containing the frequencies XE "frequencies"  of the past events counted on both variables.  These frequencies are related to the totals or sub-totals to give the relative frequencies and hence the probabilities. Conditional probabilities can also be calculated from contingency tales by considering only the relevant sub-totals and ignoring the rest.

In order to see if there is any significant association between the two variables under consideration a chi-squared test is carried out. This compares the observed frequencies XE "frequencies"  with those which would be expected if the null hypothesis of ‘no association between them’ were true. If there is very little difference between the observed and expected cell counts then the difference probably happened by chance. If the difference is large then it must have been produced by a strong association between the two variables. The chi-square test is carried in order to see whether this association is significant or not.

The formula for calculating the test statistic and the chi-square table are in Appendix C and Appendix D respectively.

You studied probability and contingency tables in Chapter 4 and chi-squared testing later in Chapter 10. These two topics are however often combined in examination papers so are combined here for revision purposes.

Revision questions

2.1
For four garages in a city selling the same type of petrol the following are the numbers of male and female drivers calling for petrol between 5 p.m. and 6 p.m. on a given day.

Is there any evidence that the proportion of male to female varies from one garage to another? (Use 5% level)

	
	Garages

	Sex of Driver
	A
	B
	C
	D

	Male
	25
	50
	20
	25

	Female
	10
	50
	  5
	15


        (C.V. = 7.82,  T.S.:  (2  = 10.34, There is a difference, females prefer Garage B.)

2.2
At the end of a semester, the grades for Statistics were tabulated in the following 

3 x 2 contingency table to see if there is any association between class attendance and grades received.

	
	Grade received:

	No. of Days Absent
	Pass
	Fail

	0   -   3
	135
	110

	4   -   6
	36
	4

	7   - 45
	9
	6


   (a)
Calculate the probability that a student selected at random:


(i)
was absent for less than four days;


(ii)
was absent for less than seven days;


(iii)
passed;


(iv)
passed given that he/she was absent for less than four days;


(v)
passed or was absent for less than four days;


(vi)
passed and was absent for less than four days.

   (b)
Calculate the expected value for the number of days absence.

(c)
At 5% significance, do the data indicate that the proportions of students who pass differ between the three absence categories XE "categories" ?

(d)
Calculate the 95% confidence intervals for the percentage of students who passed and the percentage of them who failed. Interpret your findings.

   (e)
Briefly summarise your results so that they can be understood by a non-statistician.


{(a)  (i)  0.817;  (ii)  0.950;  (iii)  0.600;  (iv)  0.550  (v)  0.967;  (vi)  0.450


  (b)  3.19 days  (c)   (2 = 17.45;   (20.05(2) = 5.99; Reject H0; proportions differ.


  (d)  54.5% to 65.5%;  34.5% to 45.5%;  No overlap so percentages different. }

2.3
In an effort to determine if family status and type of course taken are related the following data was collected from a random selection of students in a technical college.

	Technical College
	Social Status

	Programme
	Lower
	Middle
	Upper

	Academic
	25
	32
	58

	Commercial
	40
	60
	70

	General
	35
	68
	42

	Vocational
	10
	15
	20


   a)
What is the probability of any student opting for an academic course?

   b)
What is the probability of a student with 'upper social status' opting for an 
academic course?

c)
What is the probability of a student with 'upper social status' opting for either an academic or commercial course?

d)
Test at 1% significance if social status and programme undertaken are associated.
{ (a)   0.242,     (b)  0.305,    (c)  0.674,   (d)  ((2 = 14.81;   (20.01(6) = 16.81;  
Reject H0;  they are not associated)

2.4
An electronic supply centre wants to determine if there are any differences in the proportion of service calls for four major brands of television sold by them in a certain city. The following data were collected during a two-year period.

	
	Brand A
	Brand B
	Brand C
	Brand D

	Service
	  20
	  30
	  55
	45

	No service
	280
	289
	350
	89


    a)
What is the probability of any set requiring a service?

    b)
What is the probability of a Brand A set requiring a service?

    c)
What is the probability that a set which required servicing is Brand A?

    d)
What is the probability that a set which required servicing is Brand A or Brand B?

   (e)
Can the supply centre conclude, at 1% significance, that the proportions of 
defective televisions differ among the brands?


{  (a)  0.130,     (b)  0.0667,      (c)  0.133,    (d)  0.333,   


    (e)  (2 = 64.6;  (20.01(3) = 11.35;  Reject H0;  Conclude that they do differ) }

2.5
    a)
Use the data in the following table to test the claim that the number of 

cigarettes smoked per day and the smoker’s blood pressure level are related, at 5% significance.

	
	Number of cigarettes smoked

	Blood pressure
	Under 5
	6 - 10
	11 - 15
	16 - 20
	21 - 25
	Over 25

	High
	12
	6
	  3
	15
	15
	14

	Slightly high
	13
	4
	  7
	  8
	  6
	  7

	Normal to low
	15
	11
	10
	10
	  2
	  0


   b)
What is the probability of any smoker having high blood pressure?

   c)
What is the probability of a someone who smokes under 5 a day having high 
blood pressure?

   d) 
What is the probability of a someone who smokes over 25 a day having high 
blood pressure?

   e)
What is the probability of a someone who smokes over 15 a day having high 
blood pressure?


{ (a)  (2 = 30.1;   (20.05(10) = 18.3;  Reject H0;  Conclude that they are related)


   (b)  0.411,   (c)  0.300,   (d)  0.667  (e)  0.571  }

