Artificial Intelligence (Al)

Artificial Intelligence (Al) refers to the technology that allows machines and
computers to replicate human intelligence. Enables systems to perform tasks
that require human-like decision-making, such as learning from data,
identifying patterns, making informed choices and solving complex problems.
Improves continuously by utilizing methods like machine learning and deep
learning.

How Does Al Work?

Al works by simulating human intelligence in machines through algorithms,
data and models that enable them to perform tasks that would typically
require human intervention. Here's a simplified breakdown:

Data Collection: Al systems rely on vast amounts of data. This data can
come from various sources, like images, texts or sensor readings. For
example, if we're building an Al that recognizes cats in images, we'd need a
large dataset of labeled images of cats.

Processing and Learning: Machine learning (ML), a subset of Al, uses
algorithms to analyze the data. The system learns patterns from the data by
training a model. For instance, an Al system might learn the features of a cat,
like its shape, ears and whiskers, by being exposed to thousands of labeled

images of cats and non-cats.

Model Training: The Al model undergoes training using the data. In this
process, the model adjusts its parameters based on the input data and the
desired output. The more data and training time, the more accurate the

model becomes.

Decision Making: After training, the Al can make decisions or predictions
based on new, unseen data. For example, it might predict whether an image

contains a cat, based on the patterns it learned from previous training data.



Feedback and Improvement: In many Al systems, particularly in
reinforcement learning, feedback is used to improve performance over time.
The system's actions are continuously evaluated and adjustments are made

to improve future performance.

Artificial intelligence training models

When businesses talk about Al, they often talk about “training data.” But what
does that mean? Remember that limited-memory artificial intelligence is Al
that improves over time by being trained with new data. Machine learning is a
subset of artificial intelligence that uses algorithms to train data to obtain
results. In broad strokes, three kinds of learnings models are often used in

machine learning:

Supervised learning is a machine learning model that maps a specific input to
an output using labeled training data (structured data). In simple terms, to
train the algorithm to recognize pictures of cats, feed it pictures labeled as

cats.

Unsupervised learning is a machine learning model that learns patterns based
on unlabeled data (unstructured data). Unlike supervised learning, the end
result is not known ahead of time. Rather, the algorithm learns from the data,
categorizing it into groups based on attributes. For instance, unsupervised

learning is good at pattern matching and descriptive modeling.



In addition to supervised and unsupervised learning, a mixed approach called
semi-supervised learning is often employed, where only some of the data is

labeled. In semi-supervised learning, an end result is known, but the algorithm
must figure out how to organize and structure the data to achieve the desired

results.

Reinforcement learning is a machine learning model that can be broadly
described as “learn by doing.” An “agent” learns to perform a defined task by
trial and error (a feedback loop) until its performance is within a desirable
range. The agent receives positive reinforcement when it performs the task
well and negative reinforcement when it performs poorly. An example of

reinforcement learning would be teaching a robotic hand to pick up a ball.

Applications of artificial intelligence (Al)

There are many different applications of Al, including:

Natural Language Processing (NLP): NLP allows computers to understand and
generate human language. This technology is used in a variety of applications,
such as machine translation, spam filtering, and sentiment analysis.

Computer vision: Computer vision allows computers to identify and interpret
visual content. This technology is used in a variety of applications, such as
self-driving cars, facial recognition, and object detection.

Machine learning (ML): ML allows computers to learn from data and improve
their performance over time. This technology is used in a variety of applications,
such as predictive analytics, fraud detection, and recommendation systems.


https://cloud.google.com/learn/what-is-machine-learning

Robotics: Robotics is the branch of AI that deals with the design, construction,
and operation of robots. Robots are used in a variety of applications, such as
manufacturing, healthcare, and space exploration.

Al in business intelligence

Al is playing an increasingly important role in business intelligence (BI).
Al-powered BI tools can help businesses collect, analyze, and visualize data more
efficiently and effectively. This can lead to improved decision-making, increased
productivity, and reduced costs.

Some of the ways that Al is being used in BI include:

e Data collection: Collecting data from a variety of sources, including
structured data (for example, databases) and unstructured data (for
example, text documents, images, and videos)

® Data analysis: To analyze data and identify patterns, trends, and
relationships

® Data visualization: Al can help create visualizations that make it easier to
understand data

® Decision-making: Insights and recommendations generated by AI models
can help drive data-driven decision-making for businesses

Al in healthcare

Al is also playing an increasingly important role in healthcare. Al-powered tools
can help doctors diagnose diseases, develop new treatments, and provide
personalized care to patients. For example:
® Disease diagnosis: AI can be used to analyze patient data and identify
patterns that may indicate a disease. This can help doctors diagnose
diseases earlier and more accurately.
® Treatment development: By analyzing large datasets of patient data, Al can
identify new patterns and relationships that can be used to develop new
drugs and therapies.
® Personalized care: By analyzing a patient's data, AI can help doctors
develop treatment plans that are tailored to the patient's specific needs.



Al in education

Al could be used in education to personalize learning, improve student
engagement, and automate administrative tasks for schools and other
organizations.
® Personalized learning: AI can be used to create personalized learning
experiences for students. By tracking each student's progress, Al can
identify areas where the student needs additional support and provide
targeted instruction.
® Improved student engagement: AI can be used to improve student
engagement by providing interactive and engaging learning experiences.
For example, Al-powered applications can provide students with real-time
feedback and support.
® Automated administrative tasks: Administrative tasks, such as grading
papers and scheduling classes can be assisted by AI models, which will help
free up teachers' time to focus on teaching.

Al in finance

Al can help financial services institutions in five general areas: personalize
services and products, create opportunities, manage risk and fraud, enable
transparency and compliance, and automate operations and reduce costs. For
example:

® Risk and fraud detection: Detect suspicious, potential money laundering
activity faster and more precisely with Al.

® Personalized recommendations: Deliver  highly = personalized
recommendations for financial products and services, such as investment
advice or banking offers, based on customer journeys, peer interactions,
risk preferences, and financial goals.

® Document processing: Extract structured and unstructured data from

documents and analyze, search and store this data for document-extensive
processes, such as loan servicing, and investment opportunity discovery.


https://cloud.google.com/solutions/financial-services/

Al in manufacturing

Some ways that Al may be used in manufacturing include:
® Improved efficiency: Automating tasks, such as assembly and inspection
® Increased productivity: Optimizing production processes
® Improved quality: Al can be used to detect defects and improve quality
control

History of artificial intelligence (Al)

Groundwork for Al:

1900-1950In the early 1900s, there was a lot of media created that centered
around the idea of artificial humans. So much so that scientists of all sorts started
asking the question: is it possible to create an artificial brain? Some creators
even made some versions of what we now call “robots” (and the word was
coined in a Czech play in 1921) though most of them were relatively simple.
These were steam-powered for the most part, and some could make facial
expressions and even walk.

Dates of note:

e 1921: Czech playwright Karel Capek released a science fiction play
‘Rossum’s Universal Robots” which introduced the idea of “artificial
people” which he named robots. This was the first known use of the word.

e 1929: Japanese professor Makoto Nishimura built the first Japanese robot,
named Gakutensoku.

e 1949: Computer scientist Edmund Callis Berkley published the book “Giant
Brains, or Machines that Think™ which compared the newer models of
computers to human brains.



https://www.gutenberg.org/files/59112/59112-h/59112-h.htm
https://spectrum.ieee.org/the-short-strange-life-of-the-first-friendly-robot#toggle-gdpr
https://monoskop.org/images/b/bc/Berkeley_Edmund_Callis_Giant_Brains_or_Machines_That_Think.pdf
https://monoskop.org/images/b/bc/Berkeley_Edmund_Callis_Giant_Brains_or_Machines_That_Think.pdf

Birth of Al: 1950-1956

This range of time was when the interest in Al really came to a head. Alan Turing
published his work “Computer Machinery and Intelligence” which eventually
became The Turing Test, which experts used to measure computer intelligence.
The term “artificial intelligence” was coined and came into popular use.
Dates of note:
e 1950: Alan Turing published “Computer Machinery and Intelligence” which
proposed a test of machine intelligence called The Imitation Game.
e 1952: A computer scientist named Arthur Samuel developed a program to
play checkers, which is the first to ever learn the game independently.
e 1955:. John McCarthy held a workshop at Dartmouth on “artificial
intelligence” which is the first use of the word, and how it came into popular
usage.

Al maturation: 1957-1979

The time between when the phrase “artificial intelligence” was created, and the
1980s was a period of both rapid growth and struggle for Al research. The late
1950s through the 1960s was a time of creation. From programming languages
that are still in use to this day to books and films that explored the idea of robots,
Al became a mainstream idea quickly.

e 1958: John McCarthy created LISP (acronym for List Processing), the first
programming language for Al research, which is still in popular use to this
day.

e 1959: Arthur Samuel created the term “machine learning” when doing a
speech about teaching machines to play chess better than the humans
who programmed them.

e 1961: The first industrial robot Unimate started working on an assembly
line at General Motors in New Jersey, tasked with transporting die casings
and welding parts on cars (which was deemed too dangerous for humans).



https://academic.oup.com/mind/article/LIX/236/433/986238
https://history.computer.org/pioneers/samuel.html
https://computerhistory.org/profile/john-mccarthy/#:~:text=McCarthy%20coined%20the%20term%20%E2%80%9CAI,programming%20language%20lisp%20in%201958.
https://www.britannica.com/technology/LISP-computer-language
http://infolab.stanford.edu/pub/voy/museum/samuel.html
https://robots.ieee.org/robots/unimate/

e 1965: Edward Feigenbaum and Joshua Lederberg created the first “expert
system” which was a form of Al programmed to replicate the thinking and
decision-making abilities of human experts.

e 1966: Joseph Weizenbaum created the first “chatterbot” (later shortened to
chatbot), ELIZA, a mock psychotherapist, that used natural language
processing (NLP) to converse with humans.1968: Soviet mathematician
Alexey Ivakhnenko published “Group Method of Data Handling” in the
journal “Avtomatika,” which proposed a new approach to Al that would later
become what we now know as “Deep Learning.”

e 1979: James L. Adams created The Standford Cart in 1961, which became
one of the first examples of an autonomous vehicle. In ‘79, it successfully
navigated a room full of chairs without human interference.

e 1979: The American Association of Artificial Intelligence which is now
known as the Association for the Advancement of Artificial Intelligence
(AAAI) was founded.

Al boom: 1980-1987

Most of the 1980s showed a period of rapid growth and interest in Al, now
labeled as the “Al boom.” This came from both breakthroughs in research, and
additional government funding to support the researchers. Deep Learning
techniques and the use of Expert System became more popular, both of which
allowed computers to learn from their mistakes and make independent decisions.

e 1980: First conference of the AAAI was held at Stanford.

e 1980: The first expert system came into the commercial market, known as
XCON (expert configurer). It was designed to assist in the ordering of
computer systems by automatically picking components based on the
customer’s needs.

e 1981: The Japanese government allocated $850 million (over $2 billion
dollars in today’s money) to the Fifth Generation Computer project. Their
aim was to create computers that could translate, converse in human
language, and express reasoning on a human level.

e 1985: An autonomous drawing program known as AARON is
demonstrated at the AAAI conference.

Al winter: 1987-1993



https://www.computer.org/profiles/edward-feigenbaum
https://www.computer.org/profiles/edward-feigenbaum
https://analyticsindiamag.com/story-eliza-first-chatbot-developed-1966/
https://web.stanford.edu/~learnest/sail/oldcart.html
http://aaai.org/
https://dbpedia.org/page/Xcon
https://dl.acm.org/doi/pdf/10.1145/1067651.801682
https://computerhistory.org/blog/harold-cohen-and-aaron-a-40-year-collaboration/

e As the AAAI warned, an Al Winter came. The term describes a period of
low consumer, public, and private interest in Al which leads to decreased
research funding, which, in turn, leads to few breakthroughs.

e 1987: The market for specialized LISP-based hardware collapsed due to
cheaper and more accessible competitors that could run LISP software,
including those offered by IBM and Apple. This caused many specialized
LISP companies to fail as the technology was now easily accessible.

e 1988: A computer programmer named Rollo Carpenter invented the
chatbot Jabberwacky, which he programmed to provide interesting and
entertaining conversation to humans.

Al agents: 1993-2011

e 1997: Deep Blue (developed by IBM) beat the world chess champion, Gary
Kasparov, in a highly-publicized match, becoming the first program to beat
a human chess champion.

e 1997: Windows released a speech recognition software (developed by
Dragon Systems).

e 2000: Professor Cynthia Breazeal developed the first robot that could
simulate human emotions with its face,which included eyes, eyebrows,
ears, and a mouth. It was called Kismet.

e 2006: Companies such as Twitter, Facebook, and Netflix started utilizing Al
as a part of their advertising and user experience (UX) algorithms.

e 2010: Microsoft launched the Xbox 360 Kinect, the first gaming hardware
designed to track body movement and translate it into gaming directions.

e 2011: An NLP computer programmed to answer questions named Watson
(created by IBM) won Jeopardy against two former champions in a
televised game.

e 2011: Apple released Siri, the first popular virtual assistant.

Artificial General Intelligence: 2012-present

That brings us to the most recent developments in Al, up to the present day.
We've seen a surge in common-use Al tools, such as virtual assistants, search
engines, etc. This time period also popularized Deep Learning and Big Data..


https://www.federalreserve.gov/pubs/feds/2007/200713/200713pap.pdf
https://www.yourtechstory.com/2019/11/13/success-story-of-cleverbot/
https://www.yourtechstory.com/2019/11/13/success-story-of-cleverbot/
https://www.ibm.com/ibm/history/ibm100/us/en/icons/deepblue/
https://www.ibm.com/ibm/history/ibm100/us/en/icons/watson/

e 2012: Two researchers from Google (Jeff Dean and Andrew Ng) trained a
neural network to recognize cats by showing it unlabeled images and no
background information.

e 2016: Hanson Robotics created a humanoid robot named Sophia, who
became known as the first “robot citizen” and was the first robot created
with a realistic human appearance and the ability to see and replicate
emotions, as well as to communicate.

e 2017: Facebook programmed two Al chatbots to converse and learn how
to negotiate, but as they went back and forth they ended up forgoing
English and developing their own language, completely autonomously.

e 2018: A Chinese tech group called Alibaba’s language-processing Al beat
human intellect on a Stanford reading and comprehension test.

e 2019: Google’s AlphaStar reached Grandmaster on the video game
StarCraft 2, outperforming all but .2% of human players.

e 2020: OpenAl started beta testing GPT-3, a model that uses Deep
Learning to create code, poetry, and other such language and writing
tasks. While not the first of its kind, it is the first that creates content almost
indistinguishable from those created by humans.

e 2021: OpenAl developed DALL-E, which can process and understand
images enough to produce accurate captions, moving Al one step closer to
understanding the visual world.

Future Scope and Potential

e Advanced Learning: Al may become more like humans as it develops,
leading to advances in creativity and problem-solving. This might change
the way Al approaches difficult problems and comprehends subtle
difficulties.

e Sustainability and the Environment: Al can help with environmental
problems by minimizing waste, forecasting harsh weather, and optimizing
energy consumption. Significant progress in resource management and
climate action may result from these developments.

e Scientific Discovery: By rapidly analyzing data, assisting with drug
development, space exploration, and sophisticated problem-solving,



artificial intelligence (Al) advances science and pushes the frontiers of
knowledge in a variety of sectors.

e Healthcare Advancements: Future Al has the potential to improve
healthcare quality and accessibility globally by assisting in the early
detection of illnesses, customizing therapies for each patient, and even
helping to uncover novel cures.

e Smart Cities: Al-powered solutions can control energy, transportation, and
public safety in cities, making them safer and more effective places to live
that enhance the quality of life for locals and encourage sustainable
development.

e Agriculture Innovations: Al can forecast harvest yields, optimize water
usage, and monitor crop health, enabling more intelligent and sustainable
agricultural methods that promote food security and adjust to changing
environmental conditions.

LIMITATIONS OF Al

1. Limited understanding of context

2. Lack of common sense

3. Bias and Discrimination

4. Absence of Creativity and Originality
5. Lack of Emotion

6. Real-Time Learning and Adaptability

What is an Al agent?

Al agents are software systems that use Al to pursue goals and complete tasks
on behalf of users. They show reasoning, planning, and memory and have a
level of autonomy to make decisions, learn, and adapt.



Al agents can process multimodal information like text, voice, video, audio, code,
and more simultaneously; can converse, reason, learn, and make decisions.
They can learn over time and facilitate transactions and business processes.
Agents can work with other agents to coordinate and perform more complex
workflows.

Key features of an Al agent

Reasoning: This core cognitive process involves using logic and available
information to draw conclusions, make inferences, and solve problems. Al
agents with strong reasoning capabilities can analyze data, identify
patterns, and make informed decisions based on evidence and context.

Acting: The ability to take action or perform tasks based on decisions,
plans, or external input is crucial for Al agents to interact with their
environment and achieve goals. This can include physical actions in the
case of embodied Al, or digital actions like sending messages, updating
data, or triggering other processes.

Observing: Gathering information about the environment or situation
through perception or sensing is essential for Al agents to understand their
context and make informed decisions. This can involve various forms of
perception, such as computer vision, natural language processing, or
sensor data analysis.

Planning: Developing a strategic plan to achieve goals is a key aspect of
intelligent behavior. Al agents with planning capabilities can identify the
necessary steps, evaluate potential actions, and choose the best course of
action based on available information and desired outcomes. This often
involves anticipating future states and considering potential obstacles.
Collaborating: Working effectively with others, whether humans or other
Al agents, to achieve a common goal is increasingly important in complex
and dynamic environments. Collaboration requires communication,
coordination, and the ability to understand and respect the perspectives of
others.

Self-refining: The capacity for self-improvement and adaptation is a
hallmark of advanced Al systems. Al agents with self-refining capabilities
can learn from experience, adjust their behavior based on feedback, and
continuously enhance their performance and capabilities over time. This



can involve machine learning techniques, optimization algorithms, or other
forms of self-modification.

How do Al agents work?

Every agent defines its role, personality, and communication style, including
specific instructions and descriptions of available tools.

Persona: A well defined persona allows an agent to maintain a consistent
character and behave in a manner appropriate to its assigned role, evolving as
the agent gains experience and interacts with its environment.

Memory: The agent is equipped in general with short term, long term, consensus,
and episodic memory. Short term memory for immediate interactions, long-term
memory for historical data and conversations, episodic memory for past
interactions, and consensus memory for shared information among agents. The
agent can maintain context, learn from experiences, and improve performance by
recalling past interactions and adapting to new situations.

Tools: Tools are functions or external resources that an agent can utilize to
interact with its environment and enhance its capabilities. They allow agents to
perform complex tasks by accessing information, manipulating data, or
controlling external systems, and can be categorized based on their user
interface, including physical, graphical, and program-based interfaces. Tool
learning involves teaching agents how to effectively use these tools by
understanding their functionalities and the context in which they should be
applied.

Model: Large language models (LLMs) serve as the foundation for building Al
agents, providing them with the ability to understand, reason, and act. LLMs act

as the "brain" of an agent, enabling them to process and generate language,
while other components facilitate reason and action.

What are the types of agents in Al?

There are different definitions of agent types and agent categories.



Based on interaction

One way to categorize agents is by how they interact with users. Some agents
engage in direct conversation, while others operate in the background,
performing tasks without direct user input:

® |Interactive partners (also known as, surface agents) — Assisting us with
tasks like customer service, healthcare, education, and scientific discovery,
providing personalized and intelligent support. Conversational agents
include Q&A, chit chat, and world knowledge interactions with humans.
They are generally user query triggered and fulfill user queries or
transactions.

® Autonomous background processes (also known as, background agents) —
Working behind the scenes to automate routine tasks, analyze data for
insights, optimize processes for efficiency, and proactively identify and
address potential issues. They include workflow agents. They have limited
or no human interaction and are generally driven by events and fulfill
queued tasks or chains of tasks.

Based on number of agents

® Single agent: Operate independently to achieve a specific goal. They
utilize external tools and resources to accomplish tasks, enhancing their
functional capabilities in diverse environments. They are best suited for
well defined tasks that do not require collaboration with other Al agents.
Can only handle one foundation model for its processing.

e Multi-agent: Multiple Al agents that collaborate or compete to achieve a
common objective or individual goals. These systems leverage the diverse
capabilities and roles of individual agents to tackle complex tasks.
Multi-agent systems can simulate human behaviors, such as interpersonal
communication, in interactive scenarios. Each agent can have different
foundation models that best fit their needs.



What is an environment in Al and why is it
Important?

The surroundings or circumstances in which an Al system functions are referred
to as the environment in Al It includes the physical environment, digital
platforms, and virtualized worlds where Al models and algorithms are used. The
environment gives Al systems the context they need to see, think, and decide in
an informed manner.

Because it directly affects how Al systems behave and operate, understanding
the environment is essential. Different environments offer different opportunities
and problems for Al algorithms. Al designers may create systems that can adapt
and function well in a variety of situations by understanding the surroundings.

Types of environment in Al
-Physical
-Virtual

-Simulated

The Physical Environment

e The tangible reality in which Al systems function is referred to as the
physical environment.

e It features authentic environments including houses, workplaces, factories,
and outdoor areas.

e When used in real situations, Al systems must use sensors to sense their
surroundings and interact with people and objects in a useful way.

e These surroundings frequently provide difficulties like noise, shifting
weather patterns, and significant safety risks.


https://www.scholarhat.com/tutorial/artificialintelligence/search-algorithms-in-ai

Virtual Environment

Computer-generated settings that resemble real-world scenes are called
virtual environments.

They make it possible for Al systems to communicate with made-up things
and entities.

Before deploying Al models and testing algorithms in the actual world,
virtual environments are frequently used.

They offer engineers a safe space for testing and allow them to make
adjustments to Al systems without worrying about the impact on the real
world.

Simulated Environment

Realistic and highly specialized virtual places are called simulated
environments.

They generate intricate situations that could be risky or impossible to
recreate in the real world.

Simulated environments are especially useful for teaching Al systems in
fields like robotics, aerospace, and autonomous vehicles.

Developers can improve Al systems' adaptability and get them ready for
difficulties in the real world by exposing them to a variety of simulated
settings.

The goal of artificial intelligence and its

implications for the environment

The creation of intelligent systems that can see, reason, and learn from
their surroundings is the aim of artificial intelligence (Al).

Al has environmental effects that need to be taken into account.

By streamlining processes, consuming less energy, and enhancing
resource management, Al can help the environment.

Smart grids with Al capabilities can optimize energy distribution, resulting
in lower carbon emissions.



e Artificial intelligence (Al) algorithms in autonomous vehicles can optimize
traffic flow, reducing congestion and fuel consumption.

e The potential for Al to lead to a greener future exists.

e However, the environmental impact of Al systems must be taken into
account throughout development and implementation.

e Data centers and other Al equipment can use a substantial amount of
energy.

e A sustainable and ecologically friendly strategy must balance the
advantages of Al with steps to reduce energy use.

How can Al contribute to a greener future?

Optimization of Energy
Observation of the Environment
Waste Management

Adaptation to and Prediction of Climate

Problem Formulation in Al



Problem formulation in artificial intelligence (Al) is the process of structuring a
real-world issue into a well-defined computational problem that an Al system can
solve. It is a critical step in Al development, as it defines the objectives,
constraints, and possible actions the Al agent can take to reach an optimal
solution.

By formulating a problem correctly, Al systems can efficiently apply search
algorithms, optimization techniques, and decision-making models to achieve their
goals. The effectiveness of an Al solution largely depends on how well the
problem is defined, as improper problem formulation can lead to inefficiencies,
inaccurate results, or excessive computational complexity.

Problem formulation is widely used in robotics, game Al, autonomous

systems, and intelligent search algorithms, making it an essential aspect of
Al-driven decision-making.

Key Components of Problem
Formulation

Problem formulation in Al consists of several key components that define the
structure of a problem, enabling Al systems to determine optimal solutions
efficiently. These components help an Al agent understand its environment,
evaluate possible actions, and work toward achieving a predefined goal.

1. Initial State


https://www.appliedaicourse.com/blog/artificial-intelligence/

The initial state represents the starting point of the Al system, from where it
begins its decision-making process. It provides the foundational data or
conditions that define the problem’s context.

Example: In a chess game, the initial state is the starting board
configuration, where all pieces are placed in their default positions before
the game begins. The Al analyzes this state to determine possible moves
and strategies.

2. Action Set (Successor Function)

The action set, also known as the successor function, defines all possible actions
that the Al can take from a given state. The availability of actions varies based on
environmental conditions and system constraints.

Example: In a self-driving car, the Al has a set of possible actions, such as:

e Accelerate to increase speed.

e Brake to slow down or stop.

e Turn left or right to navigate intersections.
e Stay in lane to maintain direction.

Each action influences the Al's path and decision-making, contributing to
achieving the goal.

3. Transition Model

The transition model describes how the Al moves from one state to another after
performing an action. It helps in predicting the outcome of different actions,
enabling the Al to make informed decisions.



Example: In a GPS navigation system, when a user selects a route, the Al
determines state transitions as the vehicle moves from one city to another. The
transition model accounts for distance, road conditions, and traffic updates to
refine its decision-making.

4. Goal State

The goal state defines the desired end state or solution that the Al aims to
achieve. Without a clearly defined goal, the Al system lacks direction and cannot
effectively evaluate its success.

Example: In a maze-solving Al, the goal state is reaching the exit. The Al
processes available paths, evaluates obstacles, and determines the most
efficient way to navigate toward the goal.

Steps in Problem Formulation

The process of problem formulation in Al involves structuring a real-world issue
into a well-defined computational problem that an Al system can solve. This
requires defining the problem’s scope, specifying possible actions, and setting
constraints to guide the Al toward an optimal solution. Below are the essential
steps in problem formulation.

Step 1: Define the Problem Statement

The first step is to clearly define the problem Al needs to solve. This involves
identifying the real-world challenge, its objectives, and constraints. A well-defined
problem helps Al agents apply the appropriate algorithms for efficient
decision-making.



Example: In an Al-based package delivery system, the problem statement could
be:

e Deliver a package from Warehouse A to Customer B.
e Minimize delivery time and fuel consumption.
e Adapt to traffic conditions and weather changes.

Clearly defining the problem allows the Al to establish the variables,
dependencies, and constraints influencing the solution.

Step 2: Establish the Initial State and Goal
State

Once the problem is defined, the Al must identify:

e The initial state: The starting conditions of the system.
e The goal state: The desired outcome after executing Al-driven
actions.

For the package delivery Al, the:
e Initial state is the package at Warehouse A.
e Goal state is the successful delivery to Customer B within the

shortest possible time.

Defining these states helps the Al understand the starting conditions and
evaluate when the goal is reached.



Step 3: Determine Available Actions and
State Transition Model

Next, Al must determine what actions it can take and how those actions impact
the problem state.

e Available actions: The Al's possible moves in response to
real-world conditions.
e State transition model: How each action modifies the Al’s state.

For the package delivery Al, actions include:

e Move forward (advance to the next road segment).
e Turn left or right (change direction at intersections).
e Stop (wait for traffic signals or customer confirmation).

The transition model helps Al predict the next state based on chosen actions,
ensuring logical and efficient problem-solving.

Step 4: Define Constraints and Path Cost

The final step is defining constraints and optimization criteria, which guide the
Al's decision-making.

e Constraints: Conditions that restrict available solutions (e.g., traffic
rules, package weight limits, or delivery deadlines).

e Path cost function: A metric used to determine the most optimal
solution based on the least cost (e.g., shortest path, lowest fuel
consumption).

For the package delivery Al, optimization factors may include:
e Shortest distance to the destination.

e Minimized fuel consumption.
e Avoiding congested roads for faster delivery.



Understanding State Space Search

State space search refers to the process of navigating through a set of possible states
that represent different configurations of a problem. Each state corresponds to a
specific condition of the problem, and transitions between states represent the actions
taken to move from one configuration to another. The initial state is where the problem
starts, and the goal state is the solution or desired outcome.

In state space search, the objective is to find a sequence of actions that transitions the
system from the initial state to the goal state, following a path through the state space.
Problems are modeled as a search process, where each node in the search tree or
graph represents a state, and the edges between nodes represent the transitions or
actions.

Real-World Examples

e Puzzle solving: Problems like the 8-puzzle or Rubik’s cube are classic
examples where state space search is used to find the optimal sequence
of moves.
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e Robotics: A robot navigating through a maze can be modeled as a state
space search problem, where each state represents the robot’s position,
and the transitions represent its movement from one point to another.

State space search forms the backbone of many problem-solving techniques in Al,
offering a structured way to explore potential solutions.



Principles and Features of State
Space Search

State space search relies on several key principles and features that define how
problems are approached and solved in Al:

1. Initial State

e The initial state is the starting point of the problem, where the system
begins its search for a solution. This is often the default configuration of the
system before any actions have been taken.

2. Goal State

e The goal state is the desired end result that the system aims to reach. In
Al problem-solving, finding a path from the initial state to the goal state is
the main objective of the state space search process.

3. Transitions

e Transitions are the actions or operations that move the system from one
state to another. These can be physical movements (in robotics) or logical
actions (in puzzle-solving), depending on the nature of the problem.

4. Path Costs

e The path cost refers to the cumulative cost of reaching a particular state
from the initial state. In some state space searches, minimizing the path
cost is important, as it ensures that the most efficient solution is found.

5. State Space Representation



e State space can be represented either as a graph or a tree, where nodes
correspond to states and edges correspond to transitions. Tree
representations are useful for problems without loops, while graph
representations handle situations where states may be revisited.

Steps in State Space Search

The steps involved in state space search are as follows:

Step 1: Define the State Space

The first step in state space search is to define the state space clearly. This involves
identifying all possible states the system can be in and the transitions between these
states. For example, in the 8-puzzle problem, each configuration of the puzzle
represents a state, and moving a tile constitutes a transition. Defining the state space
accurately is critical for setting up the search process.

Step 2: Pick a Search Strategy

The next step is to choose an appropriate search strategy. There are two main
categories: uninformed search and informed search. Uninformed search strategies
like breadth-first search (BFS) and depth-first search (DFS) explore the state space
without prior knowledge, while informed search strategies like A* use heuristics to
guide the search toward the goal state. The choice of strategy depends on the problem
and the computational resources available.

Step 3: Start the Search

Once the state space and search strategy are defined, the search begins from the
initial state. The system starts exploring the possible states based on the selected
search strategy. The search can either proceed by expanding all nodes at each level (in
BFS) or exploring a path to its depth (in DFS).

Step 4: Extend the Nodes



During the search, each node is expanded by generating its successor states. These
successor states represent the next possible configurations after an action is taken. The
search process continues by adding these nodes to the frontier or open list, which
tracks all unexplored nodes.

Step 5: Address State Repetition

In large state spaces, it is common to encounter repeated states. To avoid exploring
the same state multiple times, it is crucial to maintain a closed list of visited nodes.
This prevents the search from wasting resources on redundant paths and ensures a
more efficient search process.

Step 6: End the Search

The search concludes when the goal state is reached or when all possible states have
been explored. If the search successfully finds the goal state, it returns the path that led
to the solution. Otherwise, the system may determine that no solution exists within the
defined state space.

|Introducing Various Search Strategies:

1. Breadth-First Search (BFS): BFS explores the state space layer by layer,
starting from the initial state and expanding to all its neighboring states before
moving to the next depth level. It ensures that all states at a particular depth
level are visited before deeper states.

2. Depth-First Search (DFS): DFS explores the state space by going as deep
as possible along a branch before backtracking. It traverses down a path until
it reaches a leaf node (i.e., a state with no unexplored successors) before
backtracking to explore other branches.

3. A* Search: A* search is an informed search algorithm that combines the
principles of both BFS and DFS. It uses a heuristic function to estimate the
cost of reaching the goal from each state. A* considers both the cost of
reaching a state and the estimated cost to the goal, making it a best-first
search algorithm.



The Advantages and Limitations of Each Search Strategy:
Breadth-First Search (BFS):

e Advantages: Guaranteed to find the shortest path in an unweighted
graph or tree. Completeness (if the branching factor is finite).

e Limitations: Memory-intensive for large state spaces, slow in state
spaces with high branching factors.

Depth-First Search (DFS):

e Advantages: Memory-efficient, suitable for deep state spaces with
limited memory. Can explore infinite state spaces.

e Limitations: May not find the optimal solution (non-optimal in most
cases), may get stuck in infinite loops in cyclic state spaces.

A* Search:

e Advantages: Efficient and often optimal in finding the shortest path.
Completeness when the heuristic is admissible. Balances
exploration of the state space based on both path cost and heuristic
estimate.

e Limitations: Heuristic quality greatly impacts performance. May not
always be more efficient than BFS or DFS.

The Differences Between Uninformed and Informed Search
Algorithms:

e Uninformed Search: Uninformed search strategies, such as BFS and
DFS, explore the state space without any knowledge of the goal location or
cost. They rely solely on the problem's structure and do not use heuristic
information. These algorithms are simple to implement and guarantee
finding a solution if one exists but may be less efficient in large or complex
state spaces.

e Informed Search: Informed search strategies, like A*, incorporate
heuristic information that estimates the distance or cost from each state to
the goal. They use this information to prioritize states, exploring those that
are more likely to lead to a solution first. Informed search algorithms are
generally more efficient and can find solutions faster, but the quality of the
heuristic function greatly influences their performance.



1. **Search Graph**:

A search graph is a more general representation of a problem space.

1.

It consists of nodes (representing states or configurations) and edges
(representing possible transitions or actions between states).

. Search graphs can contain cycles (where it's possible to return to a

previously visited state).

. Algorithms like Depth-First Search (DFS), Breadth-First Search (BFS),

Dijkstra's algorithm, and A* searches are commonly applied to search
graphs to find paths or solutions.

. A key characteristic of graph search is the need to handle potential

cycles to prevent infinite loops, often by keeping track of visited states.

L O L

2. **Search Tree**:

—_—

A search tree is a specific type of search graph that is rooted and
acyclic (it contains no cycles).

. It starts from an initial state (the root node) and expands through

successive states, forming a hierarchical structure.

. Each node in a search tree represents a unique path from the root to

that state.

. Search trees are particularly useful for visualizing the exploration

process of algorithms and for problems where repeated states do not
need to be considered multiple times along the same path.

. Examples include decision trees, game trees (like in minimax

algorithms), and the tree structure generated during a tree search
algorithm.



Difference between Tree and Graph

The following table highlights the important differences between a graph and a

tree data structure ?

TREE

Parameter Graph Tree

Graph is a non-linear data Tree is also a non-linear

L. structure that can have more data structure, but it has
Description

than one path between only one path between two

vertices. vertices.

Graphs can have loops. Loops are not allowed in a
Loops

tree structure.

Graphs do not have a root Trees have exactly one root
Root Node

node. node.

Graphs have two traversal Trees have three traversal
Traversal techniques namely, techniques namely,
Techniques breadth?first search and pre?order, in?order, and

depth?first search. post?order.



Model Type

Complexity

Applications

Graphs follow the network
model.

Graphs are relatively more
complex.

The applications of graphs
include finding the shortest
path in a networking graph.

Trees follow the hierarchical
model.

Trees are less complex
structures.

The applications of tree
structures include game
trees and decision trees.
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