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1. Image/Object Feature Extraction
Feature extraction means computing quantitative descriptors that capture an image’s 
texture, shape, or structure so that objects can be recognized or compared.

a. Textural Features – Gray Level Co-occurrence Matrix (GLCM)
•Idea: Texture describes spatial repetition of intensity patterns.
•GLCM: A matrix where each entry 𝑖 𝑗 counts how often a pixel of gray level i occurs 
adjacent to a pixel of gray level j at a specific distance and direction.
•Common Features Derived:

• Contrast: Measures local intensity variation.
• Correlation: How correlated a pixel is to its neighbor.
• Energy (Angular Second Moment): Uniformity of texture.
• Homogeneity: Closeness of distribution to the diagonal (smoothness).



1. What Is GLCM?
GLCM is a second-order statistical method capturing the spatial 
relationship of gray levels, providing rich descriptors (contrast, energy, 
homogeneity, etc.) that outperform simple first-order histograms for texture 
classification and segmentation.
•Texture describes how pixel intensities vary spatially (smooth, coarse, 
striped, etc.).
•The Gray Level Co-occurrence Matrix (GLCM) captures how often pairs 
of pixels with specific gray levels occur next to each other in a given spatial 
relationship.
In short, GLCM is a 2-D matrix P(i, j) where:
•i = gray level of a reference pixel.
•j = gray level of its neighbor.
•Each cell counts how frequently that pair appears in the image with a 
specified distance (d) and direction (θ).



2. Steps to Construct a GLCM
1.Convert to Gray Scale
Reduce color images to grayscale. Often quantized to fewer levels (e.g., 8 or 
16) for manageable matrix size.
2.Choose Parameters

1.Distance (d): pixel offset (commonly 1).
2.Direction (θ): 0°, 45°, 90°, 135° (or all four).

3.Pair Counting
For every pixel, find its neighbor at (d, θ).
If reference pixel has value i and neighbor j, increment P(i, j).
4.Normalize (optional)
Divide by total pairs so that the matrix sums to 1. This turns counts into joint 
probabilities.



4. Practical Considerations
•Multiple Directions:
Compute GLCM for θ = 0°, 45°, 90°, 135° and average the features for rotation invariance.
•Quantization:
Fewer gray levels (e.g., 8) reduce computation but may lose subtle details.
•Windowed Analysis:
Compute GLCM features in sliding windows for local texture maps.

5. Applications
•Medical Imaging: Tumor texture analysis in MRI/CT.
•Remote Sensing: Land-cover classification (forest vs. urban).
•Quality Inspection: Detecting surface defects on fabrics/metals.
•Biometrics: Palmprint and fingerprint texture recognition.
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Measures local intensity 
variation; higher for edges/rough 
textures.
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homogeneous textures.
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3. Common Statistical Features Derived from GLCM
Once you have the normalized matrix P(i,j), several second-order statistics are computed:
Other derived metrics: Cluster Shade/Prominence, Dissimilarity, Maximum Probability, etc.



Mini-Example
Consider a 4×4 image with gray levels 0 and 1:
0 0 1 1
0 0 1 1
1 1 0 0
1 1 0 0
•Distance = 1, Direction = 0° (horizontal neighbors).
•Count pairs:

• (0,0): 4 times
• (0,1): 2 times
• (1,0): 2 times
• (1,1): 4 times

GLCM =
4     2  
2     4  

Normalized = each entry /12 































Example: For the 4×4 image below, compute the GLCM for the horizontal
right neighbor (offset = (1,0)), normalize it, and calculate Contrast, Energy
(and ASM), Homogeneity, and Correlation. Show steps.

Image (gray levels 0–3):

I = [[0, 1, 1, 0],
[2, 1, 0, 0],
[2, 2, 1, 0],
[3, 2, 1, 1]]



Step 1 — Build (non-symmetric) GLCM for offset (1,0) (right neighbor)

Scan each pixel and its right neighbour (ignore last column). Count
occurrences (rows = reference gray level i, columns = neighbour gray level j).
Counting gives:

GLCM (counts) =
[[1, 1, 0, 0],
[3, 2, 0, 0],
[0, 3, 1, 0],
[0, 0, 1, 0]]

Total pairs = 12.

Add all counts:
1 + 1 + 0 + 0 + 3 + 2 + 0 + 0 + 0
+ 3 + 1 + 0 + 0 + 0 + 1 + 0 = 12.

So total = 12.



Step 2 — Normalized to get probability matrix P = G / sum(G)

Divide each entry by 12:
P =
[[0.08333333, 0.08333333, 0.        , 0.        ],
[0.25      , 0.16666667, 0.        , 0.        ],
[0.        , 0.25      , 0.08333333, 0.        ],
[0.        , 0.        , 0.08333333, 0.        ]]





Step 4 — Compute intermediate marginals and stats
Marginal probabilities:
•𝑝௜ =row sums = 0.1666667    0.4166667   0.3333333  0.0833333
•𝑝௝ =column sums = 0.3333333    0.5   0.1666667  0
Means:
•𝜇௜ = ∑ 𝑖 ࣯𝑝௜ = 1.3333333
•𝜇௝ = ∑ 𝑗 ࣯𝑝௝ = 0.8333333

Standard deviations:
•𝜎௜ ≈ 0.8498366
•𝜎௝ ≈ 0.6871843











Image Feature Extraction (Shape-Based Features)

Introduction
Feature extraction is a process of transforming image
data into a set of measurable attributes that can be
used for analysis, classification, and recognition.

Shape-based feature extraction focuses on geometric
and structural properties of objects within an image.





1. Area
Definition: Number of pixels inside the object or region.
Formula:

𝐴 = ෍ 𝑓 𝑥 𝑦

Meaning: It tells how large the object is in the image.
Real-life example: If you have an image of a leaf, the Area
represents how many pixels belong to the leaf — i.e., how
big the leaf is.







4. Eccentricity
Definition: A measure of
elongation — the ratio of the
major axis to the minor axis.

Meaning:
• Perfectly circular shape →

Eccentricity ≈ 0
• Very long or stretched

shape → Eccentricity ≈ 1

Real-life example: A tennis ball
(round) has low eccentricity,
while a badminton racket
(elongated) has high
eccentricity.



5. Orientation
Definition: The angle between the
object’s major axis and the x-axis.
Meaning: It indicates how much
the object is tilted or rotated in the
image.
Real-life example: If a leaf in an
image is leaning toward the right,
its orientation gives the tilt angle of
that leaf.



6. Compactness
Definition: Describes how circular or 
compact the object is.
Formula:

𝐶 =
𝑃ଶ

4𝜋𝐴
Meaning:

• For a perfect circle → 
Compactness ≈ 1

• For irregular or elongated 
shapes → Compactness > 1

Real-life example:
A ball has compactness close to 1, 
while a star-shaped object has a 
higher value.



7. Solidity
Definition: Ratio of the object’s 
area to the area of its convex hull.
Formula:

Solidity =
Area

Convex Hull Area

Meaning: It measures how “solid” 
or filled the object is.

Real-life example:
A completely filled circle → Solidity 
≈ 1,
A ring shape with a hole inside → 
Solidity < 1.



8. Extent
Definition: Ratio of the object’s area to the 
area of its bounding box.
Formula:

• Extent =
Area

Bounding Box Area

Meaning: It shows how much area the 
object occupies inside the bounding 
rectangle that encloses it.

Real-life example:
If a leaf fits perfectly inside a rectangle → 
Extent ≈ 1,

If the leaf is slanted and leaves empty 
space → Extent < 1.



Moments
Definition
• Moments are statistical measures that describe the shape and 
spatial distribution of pixel intensities in an image.
• They provide compact representations of area, centroid, 
orientation, and other geometric features.



Applications
• Handwritten digit recognition
• Object identification
• Shape similarity measurement



• Connected Component Analysis (CCA)
Definition
• CCA is used to label and count distinct objects
(connected regions) in a binary image.
Process
• Convert image to binary (foreground = 1, background = 0).
• Scan the image pixel by pixel.
• Assign a unique label to each group of connected 1’s.
• Connectivity types:

• 4-connectivity: Pixels share edge.
• 8-connectivity: Pixels share edge or corner.

Output
• Each connected region is given a unique label → used for:
• Object counting
• Blob detection
• Region-based feature extraction
Applications
• Counting cells in microscopy images
• Segmentation for OCR



Convex Hull
Definition
• The convex hull of a shape is the smallest 
convex polygon that completely encloses the 
object.
Intuition
• If you imagine stretching a rubber band around 
the object — the band takes the convex hull 
shape.
Properties
• Always convex (no inward dent).
• Can be used to measure convexity and shape 
irregularity.
Applications
• Shape comparison
• Object boundary analysis
• Defect detection (difference between object 
area and convex hull area)



Distance Transform

Definition
• For a binary image, the distance transform 
replaces each foreground pixel with the distance 
to the nearest background pixel.

Mathematical Form

• 𝐷 𝑥 𝑦 = min
𝑖 𝑗 ∈background

൬𝑥 − 𝑖)ଶ + ቀ𝑦 − 𝑗)ଶ

Distance Metrics
• Euclidean Distance: exact geometric distance.
• City Block (Manhattan): |x1 − x2| + |y1 − y2|
• Chessboard: max(|x1 − x2|, |y1 − y2|)

Applications
• Medial axis extraction
• Path planning
• Object thickness analysis



Medial Axis Transform (MAT)

Definition
• The medial axis is the set of all points having more
than one closest point on the object boundary.
• It represents the symmetry axis or “skeleton” of a
shape.

Computation
• Apply distance transform first.
• Points that are local maxima of the distance map form
the medial axis.

Properties
• Captures the structural shape.
• Sensitive to noise, so pruning is often applied.

Applications
• Shape matching and recognition
• Object representation in compact form





Image Registration
• Registration aligns two or more images of the same scene so that
corresponding points match.

Meaning of Image Registration
• Image Registration is a process of aligning two or more images
of the same scene or object,
so that corresponding points (features) in the images match
perfectly.

In simple words:
• “Image registration means matching one image with another so
that both show the same objects in the same position, size, and
orientation.”



Why It Is Needed

Image registration is used when:

The same object is captured at different times (e.g., 
satellite before & after flood)

Images are taken from different sensors (e.g., thermal + 
optical)

The object is viewed from different angles or positions

This helps us understand what has changed, how much 
it has changed, or how two images relate spatially.



Steps in Image Registration
• Feature Detection:
Identify key points (like corners, edges, or textures) in both images.
• Feature Matching:
Find corresponding points between the two images (e.g., same corner or shape).
• Transformation:
Adjust one image — by rotation, scaling, or shifting — so that it aligns with the other.
• Resampling and Output:
Reconstruct the adjusted image so both are now on the same coordinate system 
(aligned properly).



Simple Example
Imagine you have two satellite images:
• One taken in the morning
• One taken in the evening

You want to overlay them to see how
lighting or shadows have changed.

But they won’t match perfectly — maybe
the satellite’s angle changed a little.

So, before comparing, you must register
(align) them first.

That process is Image Registration.



Example — “Doctor and MRI Scans” 
At a hospital, Dr. has a patient.
Patient had a brain MRI scan last month, and another MRI 
this month.
• The doctor wants to check if the tumor has grown or 
reduced in size.
But there’s a problem:
• In the first MRI, patient’s head was slightly tilted.
• In the second, his head was perfectly straight.

If the doctor compares them directly, the brain structures 
won’t line up.

 So, the doctor uses an Image Registration software.
The software:
• Finds common features (like brain boundaries, ventricles) 
in both MRIs
• Slightly rotates and shifts one image
• Aligns it exactly with the other

Now the doctor can overlay both scans and clearly see how 
much the tumor has changed.

 This whole process is called Image Registration.



Real-Life Applications

ApplicationDomain

Aligning images from different satellites or times Remote Sensing

Comparing MRI, CT, or PET scans over timeMedical Imaging

Image stitching for panoramas or augmented realityComputer Vision

Detecting environmental or structural changes over 
time Change Detection



Mono-modal Image Registration
Meaning:
• Mono-modal registration means aligning images taken using the same imaging
modality (type of sensor) — i.e., the same kind of camera or scanner.
In this case, the image intensity characteristics are similar in both images.

Example:
• Two MRI brain scans taken at different times (say, before and after treatment).
Even though the brain may slightly shift or deform, both images come from the same
MRI machine, so their contrast and brightness are similar.
• The goal is to align them to detect changes or growth in a tumor.



Example:
• Imagine a photographer takes two 
pictures of a tree using the same 
camera — one in the morning and one 
in the evening.
Because the light or camera angle may 
vary slightly, the pictures don’t overlap 
perfectly.
Mono-modal registration helps align 
these two photos so that every leaf of 
the tree matches perfectly in both 
images.



DetailsAspect
Alignment of images acquired from the same imaging 
modality/sensor type—for example, MRI-to-MRI, CT-to-CT, or 
two visible-light photographs.

Definition

Pixel intensities are expected to have a direct and consistent 
relationship across images (linear or near-linear).Intensity Relationship

• Tracking changes over time (longitudinal patient scans)
• Multi-view photography with the same camera
• Remote sensing using the same satellite sensor on different 
dates

Typical Scenarios

Rigid (translation + rotation), similarity (add uniform scale), 
affine, or projective. Deformable models used when anatomy 
changes (e.g., breathing motion).

Common Transform Models

Since intensity patterns match, simple intensity-based 
metrics work well:
• Mean Squared Error (MSE)
• Cross-Correlation / Normalized Cross-Correlation
• Sum of Absolute Differences (SAD)

Similarity/Cost Measures

Mainly geometric distortions—camera motion, patient 
movement, or slight deformations—rather than differences in 
intensity mapping.

Key Challenge

Mono-modal Registration



Multi-modal Image Registration
Meaning:
• Multi-modal registration means aligning images taken from different
imaging modalities — i.e., using different sensors or technologies.

Here, intensity values and contrast differ because each modality captures
different physical properties.

Example:
• Aligning CT (Computed Tomography) and MRI images of the same patient’s
brain.

• CT shows bone structure clearly.
• MRI shows soft tissues clearly.

By aligning both, doctors can get a comprehensive view for accurate
diagnosis or surgery planning.



Example:
Suppose a security team has two types of 
cameras at a gate —
• one thermal camera (shows heat), and
• one normal color camera (shows

appearance).
If a person passes by, both cameras capture
different information.

• Multi-modal registration helps combine
both views so the person’s shape (color
image) and body temperature (thermal
image) match perfectly.



DetailsAspect

Alignment of images captured by different imaging modalities or 
sensors—e.g., CT–MRI, PET–CT, Infrared–Visible, Ultrasound–
MRI, SAR–Optical satellite data.

Definition

Pixel intensity correspondence is non-linear and often unknown. A 
bright region in one modality might not be bright in the other (e.g., 
bones are bright in CT but dark in MRI).

Intensity Relationship

• Medical diagnostics combining structural (CT) and functional (PET) 
data.
• Fusing radar and optical satellite images for environmental 
monitoring.
• Security/defense: night-vision (IR) with daylight images.

Typical Scenarios

Same geometric models as mono-modal (rigid, affine, deformable) 
but may need more flexible local warping when sensors distort 
differently.

Transform Models

Must be intensity-invariant. Popular choices:
• Mutual Information (MI) and Normalized MI
• Entropy-based measures
• Feature-based metrics (SIFT/SURF keypoints with geometric 
matching)

Similarity/Cost Measures

• Different noise characteristics and resolutions.
• Non-linear intensity mapping.
• Artifacts unique to each modality (e.g., CT beam-hardening vs. MRI 
distortions).

Key Challenges

Multi-modal Registration



Key Difference Summary Table

Multi-modal RegistrationMono-modal RegistrationFeature

Different modalitiesSame modalityImage Type

DifferentSimilarIntensity Similarity

MRI and CT scanTwo MRI scansExample

Data fusion, multi-sensor 
analysis

Motion correction, temporal 
change analysisUse Case

Large contrast and texture 
variationSmall intensity variationChallenge



Real-World Examples
•Medical Imaging

• Mono: Registering two MRI scans of a brain before and after treatment to detect 
tumor growth.

• Multi: Aligning PET (functional metabolic data) with CT (anatomical structure) for 
accurate tumor localization.

•Remote Sensing
• Mono: Aligning two Landsat optical images from different dates for vegetation 

change analysis.
• Multi: Registering Synthetic Aperture Radar (SAR) with optical imagery to combine 

surface texture and visual information.
•Industrial/Surveillance

• Mono: Matching consecutive frames from a production line camera.
• Multi: Aligning infrared thermal images with standard RGB images for fault 

detection.



Key Insight
Mono-modal registration is about geometry (aligning similar images).
Multi-modal registration is about both geometry and information fusion, requiring
similarity measures that handle different intensity mappings.

Summary
Understanding these distinctions guides the choice of algorithms, similarity
measures, and preprocessing steps in image processing and computer vision
tasks.



b. Global vs. Local
•Global Registration: One transformation (rigid, affine, projective) aligns the entire 
image.
•Local (Non-rigid / Elastic): Allows spatially varying transformations to handle 
deformations (e.g., organ motion).

c. Transforms
•Rigid: Translation + Rotation.
•Similarity: Rigid + Uniform scaling.
•Affine: Adds shear and non-uniform scaling.
•Projective / Homography: Handles perspective changes.
•Deformable / B-spline: Complex warps for local alignment.

d. Similarity Measures
•Mono-modal: Mean Squared Error (MSE), Cross-Correlation.
•Multi-modal: Mutual Information (MI) is standard.
•Feature-based: Matching keypoints (SIFT, SURF) with geometric consistency.



In Image Processing, registration means aligning 
two or more images of the same scene (or object) 
taken at different times, from different viewpoints, or 
by different sensors — so that corresponding pixels 
represent the same physical point.

There are two major types of registration: 
Global Registration and Local Registration.



1. Global Registration
Definition:
Global registration applies a single geometric transformation to the entire image.
It assumes that the relationship between the reference and target images is uniform across the whole image.
Examples of transformations used:
• Translation (shift)
• Rotation
• Scaling
• Affine transformation (combination of translation, rotation, scaling, and shear)
When it is used:
• When images differ only by simple global changes, e.g., camera movement, zoom, or rotation.
• When the entire scene moves as a rigid body (no local deformation).
Example (Real-life):
If two satellite images of a city are taken from different angles or on different days, global registration can align 
them using rotation and translation so that roads and buildings overlap properly.



• Mathematical form:
• 𝑥ᇱ = 𝑎ଵ𝑥 + 𝑎ଶ𝑦 + 𝑎ଷ

• 𝑦ᇱ = 𝑏ଵ𝑥 + 𝑏ଶ𝑦 + 𝑏ଷ

• Where 𝑥 𝑦 are original coordinates and 𝑥ᇱ 𝑦ᇱ are transformed coordinates.



2. Local Registration
Definition:
Local registration handles spatially varying deformations by applying different transformations to different parts 
(regions or pixels) of the image.
When it is used:
• When there are non-rigid or local deformations such as tissue movement in medical images, or facial expression 
changes in human faces.
• When the object shape changes locally but not globally.
Techniques used:
• Thin Plate Splines
• B-spline deformation
• Optical Flow methods
• Non-rigid (elastic) registration
Example (Real-life):
In medical imaging, if MRI scans of a patient’s brain are taken at different times, local registration can align them 
accurately even if soft tissues have slightly shifted or deformed.





Summary Table

Local RegistrationGlobal RegistrationFeature

Varies spatiallySingle for entire imageTransformation

Non-rigid, elastic deformationsRigid or affine transformationsHandles

HighLowComplexity

Computationally intensiveFastComputation

Medical, facial, biological 
images

Satellite, aerial, panoramic 
imagesExamples










