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I nstructions to the candidates:
1) Answer Q.lor .2, @30r Q4
2) Neat diagrams mugtbe drawn wherever necessary.
3) Figuresftotihe righiindicate full marks.
4) Assunde/Slitabledata if necessary

Q1) @ Whatisreura network topology? Explainany threetopoiogiesin detail [ 6]
b) Explambriefly McCulloch Pitt’s (MP) artificial netiron model. Give its

limitations. [9]
c) Distinguish between Biological Neural Network and Artificial Neural
Networks. [4]

OR

Q2) a Discuss briefly the structure andfumnctiot-of abiological neuron. [7]
b) Obtain the output of the neurqn Yfor the network shown in figure using

activation function as Binary Sigmoidal and Bipolar Sigmoidal. [8]
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Q3) @ Writeand explain Hebbian learning Algorithm. [6]

b) Whatiserror correction learning? Explainin detail with diagram. [9]
c) Differentiate between Feed Forward and Feedbagk neural network. [4]
OR
Q4) @ Draw thearchitecture of multilayer feed fotward nétworks. Explain input
layer, hidden layer & output layer computationsinmultilayer feed forward

networks. [7]
b) Explainperceptronlearning algorithm and imptement OR function using
Perceptron network. [8]
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