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Abstract As social robots increasingly enter dementia
care, concerns about deception, intentional or not, are
gaining attention. Yet, how robotic design cues might
elicit misleading perceptions in people with dementia,
and how these perceptions arise, remains insufficiently
understood. In this scoping review, we examined 26
empirical studies on interactions between people with
dementia and physical social robots. We identify four
key design cue categories that may influence decep-
tive impressions: cues resembling physiological signs
(e.g., simulated breathing), social intentions (e.g., play-
ful movement), familiar beings (e.g., animal-like form
and sound), and, to a lesser extent, cues that reveal artifi-
ciality. Thematic analysis of user responses reveals that
people with dementia often attribute biological, social,
and mental capacities to robots, dynamically shifting
between awareness and illusion. These findings under-
score the fluctuating nature of ontological perception
in dementia contexts. Existing definitions of robotic
deception often rest on philosophical or behaviorist
premises, but rarely engage with the cognitive mecha-
nisms involved. We propose an empirically grounded
definition: robotic deception occurs when Type 1 (au-
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tomatic, heuristic) processing dominates over Type 2
(deliberative, analytic) reasoning, leading to misinter-
pretation of a robot’s artificial nature. This dual-process
perspective highlights the ethical complexity of social
robots in dementia care and calls for design approaches
that are not only engaging, but also epistemically re-
spectful.

Keywords People with Dementia - Social Robotic
Design - Deception in HRI - Ethical Human-Robot
Interaction

1 Introduction

More than 55 million people worldwide have a diagno-
sis of dementia, and the number is expected to reach 78
million by 2030 due to the aging population [6]. De-
mentia is a term that encompasses several diseases (e.g.,
Alzheimer’s disease, vascular dementia, frontotempo-
ral dementia) that over time damage nerve cells and
the brain, typically leading to deterioration in cognitive
function and changes in behavior, emotion, and moti-
vation [102].

Social robots have emerged as a promising tech-
nology intervention to enhance the quality of life and
psychological well-being of people with dementia [2].
Research has demonstrated their potential in mitigat-
ing symptoms such as agitation, anxiety, and depres-
sion [46,48,51,87], and promoting social engagement
among people with dementia or with other stakehold-
ers [15,29,58,69,97]. Although social robots have var-
ious benefits for people with dementia, they also bring
with them ethical concerns related to deception, loss of
dignity, isolation, privacy, and safety [67]. Among these
concerns, deception is one particularly contentious and
complex to unpack [7,12,37,65,79].

Social robots lack the genuine emotions they appear
to possess, which might create inherently misleading
impressions in users [19, 84]. Such robotic deception
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can in fact produce positive results, such as enhancing
interaction quality, providing emotional comfort and
offering therapeutic benefits [4, 45,99, 104]. However,
it may also inadvertently cause overestimation of the
robot’s functionality, or the illusions of sentience or
cognition [86], leading to misplaced trust, unrealistic
expectations, or even emotional harm [25, 61, 85]. This
is especially problematic for people with dementia, who
may struggle to distinguish between genuine and arti-
ficial interactions. For example, people with demen-
tia may experience Turing deception, and assume that
the robots they interact with are real beings with their
own motives, goals, beliefs, and feelings [71,76]. If a
robot resembles a trusted person, people with demen-
tia may be more willing to cooperate with the robot
or share personal information with it [61,75]. Further-
more, the emotional relationship people with dementia
might form with a social robot could potentially lead to
adisconnection from reality [95]. People with dementia
can falsely believe that a robot is alive or can truly offer
friendship and thus experience sorrow when it is bro-
ken or taken away [25,26], or neglect their relationships
with humans if the robot is around [83, 85].

Despite these concerns, the topic of robotic de-
ception in dementia remains underexplored. Previous
literature reviews have mainly focused on the effec-
tiveness and acceptance of social robots for people
with dementia and provided key design guidelines
[34,38,42,49,52,57,66,81,101]. However, they have
overlooked the ethical concerns surrounding deception.
Although some researchers have briefly mentioned is-
sues such as misperception, attachment, and infantiliza-
tion [49, 52, 68], there remains a significant gap in the
analysis of robotic deception in people with dementia
and how it occurs. In this scoping review, we focus on
the specific design cues embedded by HRI scholars in
social robots intended for people with dementia, and
how these cues shape users’ perceptions and responses.
Our goal is to uncover how certain design elements may
contribute to robotic deception, intentionally or not, by
examining their behavioral and interpretive effects. This
analysis aims to reveal the underlying mechanisms of
such deception and inform more ethically attuned de-
sign practices moving forward.

1.1 Understanding deception in HRI from design and
user perspectives

Many studies in HRI draw on the “Computers Are So-
cial Actors (CASA)” paradigm, which suggests that
humans respond to robots as they would to other social
agents [32,64,74]. Within this context, ethical concerns
about robotic deception have sparked debates on its
identification and characteristics. From a design per-
spective, several scholars define robotic deception by

emphasizing the significance of robot design features.
Wallach and Allen [5] suggest that enabling robots to
respond with human-like social cues is a form of decep-
tion. Similarly, Matthias [60] contends that it is decep-
tion when a robot suggests a mental or emotional capa-
bility that it does not possess. Sharkey and Sharkey [84]
further assert that creating the illusion of mental states
in robots is inherently deceptive, as robots lack thoughts
or subjective experiences. Ethical behaviorism posits
that the ethical status of our interactions with robots
should be evaluated solely on the basis of their ob-
servable behaviors and external cues [18]. Based on
this, Danaher [19] defines robotic deception as the phe-
nomenon whereby “a robot, as an artificial agent, cre-
ates a misleading impression through its representa-
tions or signals” [19]. According to Danaher, these be-
havioral cues provide the most compelling evidence of
genuine capabilities, without requiring confirmation of
the robot’s internal state (i.e., whether the robot actually
possesses emotion or attention). Following the design
perspective, this literature review attempts to unpack
those design cues embedded into social robots for peo-
ple with dementia which could disguise the artificial
nature of the robot. As such, we posit the following
research question:

— RQI1: What specific design cues are embedded in
social robots used with people with dementia, and
how might these cues contribute to perceptions that
blur the line between artificial and lifelike behavior?

Furthermore, growing discussions highlight the
need to identify robotic deception through user per-
ception and response. Coeckelbergh [16] further em-
phasizes the role of human subjectivity in interpreting
robotic behaviors based on their relations and experi-
ence with robots, arguing that deception is the result
of user interpretation. Sharkey et al. [83, 85, 86] high-
light the importance of focusing on the deceived rather
than the deceiver, highlighting how false beliefs can
arise even without intentional deception. Grodzinskii et
al. [35] argue that robotic deception occurs when people
interpret a robot’s behavior as indicative of a human or
other biological life form. Sorell and Draper [88] nar-
row the definition, stating that only when people are
explicitly misled by the design of a robot and believe it
to be a genuine human or animal, it is robotic deception.
In this way, understanding how human-robot interaction
is experienced and interpreted by people with dementia
can provide evidence of whether robotic deception is
occurring or not. Following this line of thought, this
literature review will also analyze people with demen-
tia’s perception of social robots to pinpoint potential
misleading impressions arising from robots’ behavior
and appearance. Hence, we formulate a second research
question:
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— RQ2: What perceptions and responses do social
robots elicit in people with dementia? To what ex-
tent do they reveal a misinterpretation of the robot’s
artificial nature?

Existing definitions of robotic deception are largely
grounded in philosophical theory, but they fall short of
incorporating systematic insights into the nuanced cog-
nitive processes and user responses documented in em-
pirical studies. To bridge this gap, Esposito et al. [27]
suggest that future research should integrate psycho-
logical theories and methods into the study of robotic
deception, ensuring a more structured and empirical ap-
proach. In this literature review, we aim to extend this
trajectory through an analysis of empirical evidence,
examining how misperceptions of robots emerge and
influence interaction.

1.2 Understanding deception within dementia care

Deception is a central ethical issue, not only in So-
cial Robotics but also in dementia care [21,40, 82], as
caregivers often face the difficult choice of correcting
misconceptions, lying, or distracting people with de-
mentia [14,96]. In this context, deception is generally
understood as intentional, aligned with definitions such
as “all that we do or do not do, say or do not say, with
the intention of misleading other” [82].

Existing literature categorizes different types of de-
ception. For instance, Dresser [24] proposes a hierarchy
of deception, ranging from distraction and redirection,
which acknowledge someone’s false beliefs and other
minor distortions that fit into their subjective realities,
to deceptive claims and outright lies that intentionally
contradict truth, justified only as a last resort to protect
people with dementia from physical and psychological
harm. For instance, a caregiver may go along with a
man’s mistaken belief that his caregiver is his office
assistant, rather than correcting him, to avoid disorien-
tation and distress. In another case, a man whose wife
became upset every time he said goodbye chose instead
to tell her he was going shopping. This allowed her to
feel reassured that he would return soon, reducing her
anxiety. Dementia-specific prosocial lies, which are in-
tended to mislead but benefit people with dementia,
can sometimes be considered more ethical than hon-
esty [53,54]. For example, caregivers might falsely in-
form people with dementia that their family is coming
soon to encourage them to get dressed or clean up.
Caregivers may also construct misleading scenarios by
introducing objects tied to a person’s past life, no longer
present, or by shaping environments that evoke a reality
different from the current one [24]. Similarly, it is com-
mon practice to acknowledge and accept false beliefs
held by people with dementia without offering correc-
tion. These discussions primarily frame deception from

a practical perspective, where what is deemed ethical
deception is often determined by the caregiver without
interrogating the person with dementia.

Another focus on deception in dementia care is
associated with its acceptability, which is typically
framed also from the perspective of caregivers based
on their practical considerations in dementia care and
researchers’ theoretical conceptualization. Researchers
conclude that morally defensible deception should pri-
oritize dignity, align with cognitive capacities [24, 33,
40], and consider the possibility of recovery [3]. How-
ever, they largely overlook the perspectives of people
with dementia themselves. Although some studies have
attempted to capture their views, they primarily rely on
post-hoc reflections. For example, Casey et al. [14] and
Day et al. [21] explore how people with dementia con-
sider acceptability according to whether it is in their
best interest. In summary, the acceptability of decep-
tion in dementia care depends on the perception and
response of people with dementia, the type and content
of deception, and the method and scenario of introduc-
ing deception. Moving beyond social robots, Tummers-
Heemels, Brankaert, and [Jsselsteijn [94] offer nuanced
ethical reflection on the continuum between benevolent
lies and harmful deception in the broader context of
dementia care technologies. They emphasize that de-
ception in care is not inherently unethical but must be
evaluated in light of its intention, transparency, and im-
pact on the person’s dignity and autonomy. Their work
highlights the importance of situational and relational
ethics, suggesting that the acceptability of deception
depends not only on outcomes but also on the degree to
which people with dementia are meaningfully included
in shaping their own care context. However, little is
known about how deception is experienced during an
interaction, particularly its manifestation.

The ethical evaluation of deception in dementia
care, particularly in the use of social robots, requires a
shift in focus: from the intentions of designers or care-
givers to the lived experiences and interpretations of
people with dementia themselves, in line with [43,90].
This underscores the need for empirical investigation
into both the design features of these technologies and
the ways they are perceived and responded to in prac-
tice. To address this, our review systematically exam-
ines empirical studies of social robot use with people
with dementia, focusing on both design cues and user
perceptions, as detailed next.

2 Methodology

In order to identify the papers to include in this scoping
review, we performed an electronic search in the fol-
lowing six databases: Web of Science, IEEE Xplore,
Science Direct, Scopus, ACM Digital Library, and
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PubMed. We limited our search to the past ten years,
as the use of social robots for people with dementia has
increased significantly during this period. Only papers
written in English were searched. We used the following
search strings:

— Search stringl: “Robot*” AND (“Cognitive* Im-
pairment” OR Dementia* OR Alzheimer*)

— Search string2: “Robot” AND (“Cognitive Impair-
ment” OR Dementia OR Alzheimer)

The search yielded a list of 991 papers of which:

— 365 from Web of Science (search string 1)

— 170 from Scopus (search string 1)

— 115 from IEEE Xplore (search string 1)

— 102 from PubMed (search string 1)

— 96 from ACM Digital Library (search string 1)
— 143 from Science Direct (search string 2)

In the first exclusion round, the articles obtained
from the search were imported into Rayyan, an online
review platform. Six hundred and eighty-eight papers
were left after 303 duplicate papers based on their ti-
tles and DOIs were removed. The first author read the
abstracts of all 688 papers and excluded 373 of them.
These excluded papers were review articles or articles
other than research articles, such as prefaces, keynote
abstracts or posters (N = 126) or articles that did not fit
the topic of our review (N = 247), for example, articles
(1) employing technologies other than social robots or
therapies without social robots (N = 100) or (2) focus-
ing on end users other than people with dementia (N
= 147). This screening process left us with 315 arti-
cles that were then independently screened by the first
author and an independent researcher.

In the second round of exclusion, all articles were
skimmed and 234 of them were excluded because: (1) it
was not possible to access the full article (N =7); (2) the
article did not present a qualitative or quantitative user
study that focused on people with dementia (N = 95);
(3) the article did not focus on a physical social robot (N
=45); and (4) the article did not describe the interaction
session(s) between a physical social robot and people
with dementia (N = 87). These exclusion criteria were
applied because physical social robots uniquely suit
people with dementia by combining physical presence
and affective communication modalities (e.g. facial ex-
pressions, gestures, body movements) with natural lan-
guage interfaces, and our focus is on analyzing how
people with dementia perceive and respond to them.

After this step, we were left with 81 papers that
were read by the two researchers independently in their
entirety. The two researchers independently screened
the same batch of articles and discussed their results
during weekly meetings to ensure consistency. During
this round of screening, we excluded 52 articles that (1)
did not describe how people with dementia react and

perceive social robots (N = 36); (2) were short articles,
lacking sufficient methodological detail or empirical ev-
idence (N =9); or (3) were alternative versions of other
articles already featured in the review (e.g. conference
papers or previous drafts) (N = 7).

A quality evaluation was conducted for the remain-
ing articles using a modified Critical Appraisal Skills
Programme (CASP) qualitative checklist tool [56]. In
this review, we applied the tool with eleven questions,
and answers with yes, no, somewhat, and can’t tell.
We prioritized three questions from the checklist that
aligned with the review’s objectives, ensuring method-
ologically rigorous and meaningful information to ana-
lyze robot design cues and user perceptions in dementia
care. (1) Have ethical issues been taken into consider-
ation? (2) Was the data analysis sufficiently rigorous?
(3) Is there a clear statement of findings ? Papers that re-
ceived a “No” as an answer to these three questions were
considered not to meet the minimum quality threshold,
which led to the exclusion of three papers that failed to
meet the minimum quality threshold. Thus, the present
literature review focuses on 26 papers. The selection
pipeline is described in Figure 1.

The first authors performed a process of information
extraction of the 26 included papers. For each paper, she
recorded the following details: (1) general information:
authors, date of publication, type of paper, reported lo-
cation of the study; (2) study characteristics: number
of participants, age of participants, gender of partici-
pants, dementia severity of participants, type of activity,
presence of facilitator, duration of the studies and ses-
sions, robot introduction; (3) social robot information:
name, embodiment, morphology, body parts, surface
materials, behaviors; (4) perception and response in-
formation: verbal expression of participants, emotional
expression of participants, behaviors of participants.

After extracting paper excerpts describing how peo-
ple with dementia perceived and responded to the
robots, we copied and pasted them to a new document
and conducted thematic analysis following Braun and
Clarke’s six-phase approach [11]. The first author be-
gan by familiarizing herself with the data segments
and excerpts from the reviewed papers. She then sys-
tematically coded features related to perception and
response, based on both behavioral observations (re-
ported by caregivers or researchers) and verbal expres-
sions from people with dementia or their caregivers,
as reported in the reviewed papers. Relevant data were
collated under each code.

Next, two researchers grouped the codes regarding
perception and response into potential themes, compil-
ing all associated data for each theme. The remaining
two authors then reviewed these preliminary themes.
The first author grouped the codes regarding design
cues that could lead to potential deception and gen-
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Fig. 2: The robots utilized in the included studies. The first row shows abstract robot, the second row shows
anthropomorphic robots, and the third row shows biomorphic robots. The robots are presented in descending order

based on their frequency of use, from left to right.

erated themes. All authors participated in refining the
themes, generating clear definitions and names.
Finally, the first author organized and reported the
themes in the draft of this literature review. Weekly
discussions among the authors were held throughout
the process to support iterative reflection on different
patterns of how people with dementia perceive and rep-
sond to social robots and ensure analytical consistency.

3 Results

To contextualize the scope of our analysis, Section 3.1
presents the relevant information in terms of study char-

acteristics, social robots, and activity information. We
report how social robots were introduced and framed by
facilitators in Section 3.2. Then we focus on the design
cues built in social robots for people with dementia in
Section 3.3 and response of people with dementia to so-
cial robots that indicate their perception in Section 3.4.

3.1 Characteristics of the Included Studies

Of the 26 papers included in this review, 19 are journal
papers, and 7 are full papers included in the proceedings
of a conference. According to the reported locations of
the studies, the majority were conducted in Europe (n
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Table 1: Overview of the structures and HRI details in the included studies (NS = not specified). ‘-*” in the
Length of the HRI column represents one-session activity; ‘-*” in the Duration of the sessions column represents

daily-based activities.

Author

Structure

Length of the HRI

Duration of the sessions

Abdollahi et al. (2022) [1]
Bradwell et al. (2022) [9]

Bradwell et al. (2021) [10]
Casey et al. (2020) [13]
Cruz-Sandoval et al. (2020)
[17]

Dinesen et al. (2022) [23]

Feng et al. (2019) [30]
Gustafsson et al. (2015) [36]
Hsu et al. (2023) [39]

Hung et al. (2021) [41]
Inoue et al. (2021) [44]
Joshi et al. (2019) [47]
Kuwamura et al. (2016) [50]
Marchetti et al. (2022) [59]
Moyle et al. (2019) [62]
Moyle et al. (2016) [63]
Pike et al. (2021) [70]

Pu et al. (2020) [72]

RaB et al. (2023) [73]
Rouaix et al. (2017) [78]

Sarabia et al. (2018) [80]
Sumioka et al. (2021) [91]
Tanioka et al. (2021) [92]
Thunberg et al. (2020) [93]

Whelan et al. (2020) [100]
Yamazaki et al. (2014) [103]

structured
free interaction

free interaction
free interaction
structured

free interaction

free interaction
free interaction
structured

free interaction
free interaction
free interaction
free interaction
free interaction
free interaction
free interaction
free interaction
free interaction
structured

structured

free interaction
free interaction
free interaction

free interaction

free interaction
free interaction

3 weeks, twice a week
4 months; 8 months

2 months
7 weeks

IS: over 4 weeks, twice a week;

GS: over 12 weeks, twice a week

4 weeks, once per week

7 weeks

5 weeks, once per week

2 weeks—6 months or longer, 2—4 times
1 to 3 months, over 3 times per week
over 4 months, 4 sessions

3 months, once or twice a week

3 days

10 weeks, 3 times per week

5 weeks, 3 times per week

3 months

6 weeks, 5 days per week

2 months, 8 times per week

5 days

RC: 9 months;
RD: 3 months
5 weeks, 3 times per week

about 15 minutes

15-minute sessions to 24/7 "adop-
tion"

about 30 to 45 minutes in total
average of 41.3 minutes across sites
about 30 minutes

IS: about 20-30 minutes;

GS: 30-45 minutes

up to 20 minutes

15 to 45 minutes

about 20 to 30 minutes

15 to 180 minutes

NS

up to 15 minutes

7 to 20 minutes, 2:07 hours in total
15 minutes

30 minutes

30 minutes

NS

35 sessions in total, average of 22.15
minutes

Ist interaction: average of 7 min 10 s;
2nd interaction: average of 3 min 23 s
up to 5 minutes

about 20 to 30 minutes

NS

NS
about 2 hours

Table 2: Overview of the structured activities in the included studies.

Author

Activities

Abdollahi et al. (2022) [1]
Cruz-Sandoval et al. (2020)
[17]

Hsu et al. (2023) [39]

Raf et al. (2023) [73]

Rouaix et al. (2017) [78]

Conversational interaction with robots on preset topics, such as family, music, movies, etc.

Robot-assisted therapeutic session including elements of musicotherapy, reminiscence, cognitive
games (complete to wisdom sayings), and relaxation.
Co-design workshops including discovering through storytelling, building a robot through hearing,

dressing up the robot, dancing, and refective storytelling.

Robot-assisted group sessions for physical activities and conversations over biographics of the
residents between the residents and the professional caregiver.
Robot-assisted psychomotor therapy, including guided motor exercises, cognitive stimulation,

body expression activities, and personalized interactions.

= 17, the UK, Denmark, Germany, Italy, Ireland, the
Netherlands, France, and Sweden), followed by Latin
America (n =35, the US, Mexico, and Canada), Asia (n=
4, Japan), and Oceania (n = 3, Australia), indicating an
imbalanced representation of the countries and cultures
of the participants.

3.1.1 Participants

The 26 studies included a total of 558 people with de-
mentia, with sample sizes ranging from 2 to 138 people.
The studies included in this review reported age in very

different ways (e.g., age ranges, average age). As such,
we provide information about the age of participants
following the format used in each study in Table 3. The
gender of the participants was not always reported in
the papers. The 22 papers that reported gender show an
unequal distribution across participants with 72.22%
women and 27.78% men. Only 16 studies report the
dementia severity of participants. The majority of these
focus on mild dementia (59.44%), followed by moder-
ate dementia (27.22%) and severe dementia (13.33%).
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3.1.2 Activities

This section provides details on the duration of the study
and session, the type of sessions, and the structure of
the activities.

Study and Session Duration. The length of the in-
cluded studies ranged from short-term studies lasting
a single session up to a few days, to long-term stud-
ies lasting up to nine months. Most of the studies fell
within the range of 4 to 12 weeks (See Table 1 for more
details).

Type of Sessions. Most studies (n = 15, 58%) pre-
sented individual sessions where only one person with
dementia interacted with robots, while fewer studies
(n = 8, 31%) focused on the group sessions where
multiple people with dementia interacted with one or
more robots simultaneously. Three papers (12%) fea-
tured both individual and group sessions.

Of the 22 papers that specified facilitator presence,
20 (91%) featured the presence of a facilitator (e.g.,
formal caregivers, informal caregivers, researchers, or
students), as shown in Table 4. A facilitator is defined as
someone who assists in activities involving people with
dementia, either by guiding the interaction or maintain-
ing engagement. Two papers (9%) featured people with
dementia interacting with robots alone.

Types of Activities. Most of the articles (n = 21,
81%) focused on free play with the robot, the robots
being left with people with dementia, and the people
with dementia having free interaction with the robot.
The remaining papers (n = 5, 19%) focused on struc-
tured activities in which robots are brought to people
with dementia to engage them in specific interactions.
The activities range from physical activities and cogni-
tive stimulation sections, as shown in Table 2.

3.1.3 Social Robots

The included studies employed 21 robots (see Figure 2).
Four studies [9, 10, 47, 93] involved multiple robots,
while the others focused on a single robot. In this sec-
tion, we describe the robots included in these reviewed
studies, focusing on their embodiment, morphology,
body structure, surface material, and sound/speech (see
Table 3).

Embodiment. Based on the classification of Wainer
et al. [98], all robots used in the reviewed studies were
co-located physical robots. Only Telenoid in [50, 103]
was remotely teleoperated, and Pepper in [92] was con-
trolled by operators with a Wizard-of-Oz technique.

Form. Based on the classification by Bartneck &
Forlizzi [8], the majority of robots used in the reviewed
studies had a biomorphic form (n = 12, 57%), followed
by the anthropomorphic form (n = 8, 38%). Only one
robot (5%), Cozmo, had an abstract form. Most of the

biomorphic robots resembled existing animals such as
seals, cats, and dogs.

Body structure. Most robots in the studies (n = 18,
90%) had a full-body design. A small portion of them
(n =2, 10%) featured only the upper body, such as the
head and torso (Ryan and Telenoid). Cozmo was not
included because of its abstract form.

Surface material. Most robots (n = 13, 62%) were
made of hard plastic and metal materials, while a
smaller percentage (n = 8, 38%) of the robots were
made of soft materials such as synthetic fur and plushy
fabric. Most humanoid robots (88%) were made of hard
materials except for Hiro, and most zoomorphic robots
(67%) were made of soft materials except for Pleo,
Miro, Hedgehog, and Sanne.

Sounds/Speech. Following the classification in Robin-
son et al. [77], most robots in the included studies (n
=11, 52%) could make semantic-free speech that does
not convey specific meaning, such as vocalization or
non-verbal sound, while a smaller portion of the robots
in the included studies (n = 6, 29%) could verbally com-
municate, and an even smaller fraction (n = 4, 19%) of
these robots did not produce sound at all.

3.2 Framing the Nature of Social Robots

In this section, we present the different ways in which
facilitators introduce social robots to people with de-
mentia in the reviewed papers. We consider this relevant
as the way the robot is framed might reveal or disguise
its artificial nature.

Introducing the robot. As shown in Table 5, out of
the 26 reviewed papers, only seven (27%) provided de-
scriptions of how robots were first introduced to people
with dementia. Among these, four (57%) studies intro-
duced robots with clear identification as robotic entities,
such as saying “This is a social robot” and explaining
how it interacts with people [36,41, 63, 103], while in
one study (14%), the caregiver introduced the robot in
a way that blurred its artificial nature, treating it sim-
ilarly to a human baby [91]. In addition to presenting
robots as either machines or living beings, two stud-
ies (29%) [47,59] adopted a neutral approach. In these
cases, the facilitators did not clearly define the robot’s
ontological status. Instead, the robots were referred to
simply as “it,” or participants were invited to form their
own interpretations (See Table 5).

Frame nature during interaction As shown in Ta-
ble 6, in five (19%) out of 26 papers, the facilitators
maintained the illusion of lifelikeness, mainly by in-
terpreting the robot’s behavioral cues such as breath-
ing [36] or baby voice [50], intentions such as going
to live with the person with dementia or trying to say
something [44,59], or emotions such as loving the per-
son with dementia [41]. In three (12%) papers, facilita-
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Table 4: Overview of the facilitators and types of interaction in the studies included in the scoping review (NS =

not specified).

Author Robot Facilitator Type
Abdollahi et al. (2022) [1] Ryan NS Individual
Bradwell et al. (2022) [9] JfA Cat, JfA Dog NS Individual & Group

Bradwell et al. (2021) [10]

Pleo, Miro, PP Dog, Paro,
JfA Dog, JfA Cat, Furby,

Hedgehog
Casey et al. (2020) [13] Mario
Cruz-Sandoval et al. (2020) [17] Eva
Dinesen et al. (2022) [23] LOVOT
Feng et al. (2019) [30] Pleo
Gustafsson et al. (2015) [36] JustoCat
Hsu et al. (2023) [39] QT
Hung et al. (2021) [41] Paro
Inoue et al. (2021) [44] Paro
Joshi et al. (2019) [47] Paro, JfA Cat, Nao,

Cozmo
Kuwamura et al. (2016) [50] Telenoid
Marchetti et al. (2022) [59] Sanne
Moyle et al. (2019) [62] Paro
Moyle et al. (2016) [63] CuDDler
Pike et al. (2021) [70] JfA Cat
Pu et al. (2020) [72] Paro
RaB et al. (2023) [73] Pepper
Rouaix et al. (2017) [78] Nao
Sarabia et al. (2018) [80] Nao
Sumioka et al. (2021) [91] Hiro
Tanioka et al. (2021) [92] Pepper
Thunberg et al. (2020) [93] JfA Cat, JfA Dog
Whelan et al. (2020) [100] Mario
Yamazaki et al. (2014) [103] Telenoid

No Facilitator

Group

Researcher Individual
NS Group
Formal caregiver Individual & Group
Researcher Individual
Formal caregiver Individual
Researcher Group
Formal caregiver Individual
Informal caregiver Individual
Formal caregiver; Researcher Group
Others Individual
Researcher Group

No Facilitator Individual
Researcher Individual
Informal caregiver Individual
NS Individual & Group
Formal caregiver Group
Formal caregiver Individual
Researcher Individual
Formal caregiver Individual
Formal caregiver; Researcher Group
Formal caregiver Group
Researcher Individual
Researcher Individual

tors used prompts or mentioned beneficial outcomes to
motivate people with dementia to interact with social
robots [9,70,91]. For instance, motivating a person with
dementia to get up in the morning by saying JfA Cat
was waiting for the person [70]. The vague or redirected
response was also found in two (8%) papers, in which
facilitators dodged people with dementia’s doubts about
the nature of the robot by changing the subject [44,59].
While a more neutral or truthful approach was observed
in eight (31%) studies, where facilitators explained the
robot’s nature with clear information about their artifac-
tuality and functionalities [30,36,41,47,59,63,73,93].
For example, a care staff explained [41],

This is a social robot, PARO; it has sensors in
his whiskers. If you talk to it, it responds to you.

None of the 26 included studies explicitly reported
a debriefing process. It remains unclear whether de-
briefing was omitted from the methodology or simply
not conducted.

3.3 Design Cues of Social Robots
In this section, we will look at the collections of de-

sign cues embedded in social robots for people with
dementia. The first author collected all cues that were

displayed in studies and classified them into four cat-
egories: resembling physiological signs, social inten-
tions, familiar beings, and revealing artificial nature.

3.3.1 Design Cues Resembling Physiological Signs

Several studies incorporated subtle movements to mimic
physiological signs of life, signaling that the robot is
alive, even when the robot was not actively interacting.
For example, Rouaix et al. [78] program Nao to slightly
undulate when not talking, giving the impression of
breathing and being alive. The simulated heartbeat
rhythm was included as a design feature in the robots
used in the studies by Bradwell et al. [10] and Thunberg
et al. [93]. Blinking is also a movement reported among
the included studies [10,44,63]. Biological needs, such
as hunger, can be found in Ryan’s speech, saying “I
(Ryan) sure am feeling hungry now” [1].

3.3.2 Design Cues Resembling Social Intentions

Some cues could suggest social intentions that are be-
yond the actual capabilities of the robot. For example,
Bradwell et al. [9] describe how the JfA Cat and Dog
performed playful movements such as rolling on their
back to invite interaction, like a real dog or cat. In addi-
tion to nonverbal cues, Nao’s speech in Rouaix et al. [78]
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Table 5: Introduction of the robots in the included studies.

Author (Date)

Description of the introduction of the robots

Gustafsson et al. (2015) [36]
Hung et al. (2021) [41]

Yamazaki et al. (2014) [103]

Moyle et al. (2016) [63]

The professional caregivers presented JustoCat and demonstrated how to stroke it and make it purr.
In approaching participants with JustoCat, it was presented as a robotic pet and not a live animal.
Staff Gail: (Showing PARO to Max) "This is a social robot, PARO; it has sensors in his whiskers.
If you talk to it, it responds to you."

Prior to the trial, one of our staff and caretakers introduced Telenoid to the participants by showing
its picture and explaining that it was a robot for communication, and that somebody would be on
the other end and communicate through the robot. Immediately before the session, we put Telenoid
on the stand in front of the participants and explained again that somebody would operate the robot
from another room and communicate through it.

CuDDler was introduced to each participant with a statement of “Hello participant. This is
CuDDler. CuDDLer is a robotic bear. Would you like to get to know CuDDler?”

Joshi et al. (2019) [47]

Marchetti et al. (2022) [59]

We showed them slides about social robots used for social and assistive interactions with older
adults and children and discussed their benefits in dementia care. For one session using Paro, the
preschool teacher sourced a library book and conducted a storytelling activity about ‘baby seals’
before introducing the robot. Two Paro robots were then placed on the center table in the living
room, and children and residents were asked what they thought it was, whether it was a living
thing, a baby seal, or a robot.

Sanne was introduced 7 times as a floor cleaner/washer, 6 times as a cat, and in 5 situations, she
was neutrally referred to as “lit’.

Sumioka et al. (2021) [91]

The staff and an experimenter entered the participant’s room, introduced the robot they were
holding. The staff and experimenter treated the robot like a human baby.

Table 6: Framing nature of the robots during interaction.

Author (Date)

Description of the framing of the robots nature

Gustafsson et al. (2015) [36]
Kuwamura et al. (2016) [50]

Marchetti et al. (2022) [59]
Inoue et al. (2021) [44]
Hung et al. (2021) [41]

Is it smooth? Is it breathing? Is it purring?

The speakers also often adapted to the participants by changing their voice using a voice changer
to sound more like a child.

It’s going to live here, It’s Sanne; Look, the cat is coming there.

PARO has arrived; PARO is saying hello; PARO is looking at you.

I think it [PAROY] likes you. It’s looking right at you, Max. What do you think it’s trying to say?

Bradwell et al. (2022) [9]
Pike et al. (2021) [70]

Sumioka et al. (2021) [91]

Oh, can you just keep an eye on the dog (or the puppy)?

(The cat’s name) is waiting for you (to prompt people with dementia to get out of bed in the
morning).

He (the experimenter) needs my help. Do you mind looking after this baby?

Inoue et al. (2021) [44]

Marchetti et al. (2022) [59]

My mother (a person with dementia) asked, “Is this child a seal?” So, I responded to her with
another question, “Do you know where this child (PARO) came from?” My mother answered, “I
wonder maybe somewhere cold?”

H (a person with dementia): “Hello little dog.” H reaches out a hand, bends over and softly pets
Sanne’s nose: “Yeah that’s nice.” She changes from stroking with the back of her hand to more
intense touching of head and ears. H: “Uh it’s hard on top.” Staft: “Doesn’t it look nice?” H: “It
looks really cute and could easily be a regular one. But it can‘t say something.”

was designed to make a “well-mannered” contact with
participants by asking about their feelings.

3.3.3 Design Cues Resembling Familiar Beings

Most robot designs display combinations of movements
mimicking humans or familiar animals, as reported in
3.1.3. For example, Bradwell et al. [9, 10] reported JfA
Cat and Dog featured body and head movements such
as turning its head, lifting its head up, and rolling over
onto its back to be tickled like a real cat and dog. In
addition, Paro exhibited more specific body and head
movements similar to seals, such as wagging its back
flippers [41]. Rouaix et al. [78] designed Nao to perform

some childlike gestures to align with its size and child-
like appearance. In terms of gender, Abdollahi et al. [1]
adopted female characteristics such as the appearance
of a 3D animated face and a female voice.

Semantic-free speech that related to similar ani-
mal/human were widely used. Fourteen (53.8%) studies
deployed social robots that make semantic-free speech,
such as meowing and purring of cat-like robots [9, 10,
36,47,70, 93], barking of dog-like robots [9, 10, 93],
cooing of seal-like robots [10,41, 44,47, 62,72], and
crying of baby-like robot [91].
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3.3.4 Design Cues Revealing Artificial Nature

While some design cues might enhance lifelike qual-
ities, others might signal the robot’s artificial nature.
Hsu et al. [39] reported that the body movements of
the QT robot did not meet the expectations of people
with dementia of dancing abilities because they were
too primitive due to technological limitations. In other
instances, the robot’s design appeared to intentionally
preserve aspects of its artificial nature. CuDDler and
Furby, for example, retained simplified toy-like appear-
ances with plush textures [10, 63]. Robots with plastic
materials (as reported in Sec 3.1.3) also reflect the de-
sign choices that do not prioritize visual mimicry of
humans or animals.

3.4 Decipher Deception Through Perceptions and
Responses of People with Dementia Towards Robots

In this subsection, we look at how people with dementia
perceive and respond to social robots during the inter-
action, and report four main themes that emerged from
the thematic analysis (See process in Sec 2). The fol-
lowing sub-sections present the themes and sub-themes
in detail.

3.4.1 People with Dementia Attribute Biological Traits
to Social Robots

One prominent theme emerging from the analysis high-
lights how people with dementia attribute biological
traits to social robots by associating operational states,
movement behaviors, and physical characteristics with
signs of life. For example, Bradwell et al. [10] reported
that PP Dog was perceived as “dead, poor old sod”
because of noninteractive movement, and people with
dementia commented that Miro may be “sick” when
it was turned off. Pepper was placed in sleep mode,
leading a resident to interpret, “He is so saggy, isn’t
he?” [73]. Thunberg et al. [93] also reported a person
with dementia asking if JA Cat was injured because
“she had never seen the cat jump or walk.” They fur-
ther observed people with dementia interpreting the
hard texture of JfA Cat as injuries, saying, “It must be
injured.”

People with dementia have also been observed to
attribute biological feelings, such as hunger or pain,
to social robots. Sumioka et al. [91] reported that a
crying sound was perceived as an indication of hunger.
Similarly, some people with dementia interpreted the
meowing and barking sounds of JfA Cat and Dog, as
well as rolling over on their back, as signals of pain
or hunger [93]. Although no further explanation was
provided, Ryan was perceived as not hungry by people
with dementia [1]:

I would like to take her out to dinner, but she
wasn’t hungry. Maybe next time.

3.4.2 People with Dementia Attribute Social
Categories to Social Robots

Gender and age are the attributed social categories seen
in the reviewed studies. Although in most cases gender
attribution is only observed through verbal references
by people with dementia without further reasoning, Ab-
dollahi et al. [1] reported that some people with demen-
tia referred to the Ryan robot with feminine pronouns
due to its face and voice. Several studies have reported
that people with dementia often interact with robots
such as Telenoid, Hiro, and LOVOT by changing voice
tones and physically engaging as if they were children
or infants [10, 23,44, 50], showing that age attribution
extends beyond embodiment, body structure, surface
material, and speech ability. A person with dementia
even described a perceived age more specifically, say-
ing [73],

He must be eleven or twelve years old.

3.4.3 People with Dementia Perceive Social Robots as
Having Mental Capacities

The third theme reflects people with dementia perceiv-
ing social robots as having mental capabilities. Thun-
berg et al. [93] study report that people with dementia
generally perceive the purring sound of zoomorphic
robots as a signal of calmness, as seen in their state-
ment,

At first when he (JfA Cat) is with me, he is a bit
worried but after a while, he calms down, that
is S0 cozy.

People with dementia project human-like intention-
ality onto robots, interpreting their actions as deliberate
and meaningful. For example, Sarabia et al. [80] re-
port people with dementia perceived Hiro’s babbling as
denying, saying, “Don’t say no,” while others perceived
it as an introduction, stating, “It said its name is Ken-
taro”. Hsu et al. [39] report two people with dementia
discussed QT’s intention behind blinking, interpreting
1t as:

— He has a lot to say...I think he’s winking at
me.
— Oh, no, he’s blinking at me.

— We're new to what he is expecting from us.
And he’s getting acquainted with it. So I think
he’s happy to do that.

—...When he acts jolly and friendly, then he ex-
pects people to return that, I think.
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Bradwell et al. [10] report similar discussions
around the intention of laughing occurred with Furby:

— He’s laughing because I'm tickling his belly.
— Oh, I thought he was laughing at your face!

Similarly, Hung et al. [41] report people with de-
mentia interpreted Paro’s cooing, head movements,
gaze, blinking, and specific seal-like motions such as
wagging its flippers as signals of the robot showing love
and interest toward them.

PARO: (Moved its head and returned its gaze to
Max with wide opened eyes. Then, it cooed with
anod.)

Max: (Max smiled). Oh man, you like me?
PARO: (leaned its body on Max, turned its head
down and wagged its back flippers)

Max: What? I thought you liked me? (laughed)
PARO: (cooed, moved its head, and looked at
Max; stayed still for a minute)

Max: Yes, you like me. (Cheered, raised his palm
in the air.) Good, give me ten.

3.4.4 People with Dementia Actively Define Social
Roles of Social Robots

The fourth theme emphasizes how people with demen-
tia actively define the social roles of social robots, treat-
ing them as if they were pets, children, students, or other
companion figures from their familiar social relation-
ships. These roles reflect how people make sense of the
robot through recognizable patterns of human-animal
or human-human interaction.

People with dementia often adopt caregiving or
ownership roles toward social robots. For instance, Di-
nesen et al. [23] report a caregiver observed a per-
son with dementia “stepping into a mother role” with
LOVOT, treating it like a child. Healthcare profession-
als noted in a focus group, “She sits and rocks her leg
just like you do with an infant or at least a little baby.
She really just wants to sit with it and then just have
that feeling”.

Hung et al. [41] reported a person with demen-
tia referring to Paro as “This is cute, my pet. I like
him.” Similarly, PP Dog, JfA Cat, and JfA Dog were
frequently mentioned as being adopted by residents.
Thunberg et al. [93] noted that three of the resident
women in departments A and B “adopted” JfA Cat on
the same day, believing it was their own cat.

Yamazaki et al. [103] documented a case where a
person with dementia viewed Telenoid as a “student.”
As the conversation progressed, the participant took
books from the shelf and started discussing literature
with Telenoid, sometimes as if it were his student.

People with dementia also treated robots as mean-
ingful companions. For example, Raf} et al. [73] de-
scribed people with dementia who asked for Pepper’s

name during the first encounter and showed reluctance
to part from Pepper after a short session. Taniko et
al. [92] reported that people with dementia placed JfA
Dog in a walker or in bed as a companion, and described
what was happening on TV to it while watching.

The social role attribution also shows dynamism.
Marchetti et al. [59] observed that a participant some-
times gave Sanne commands like “go over there” and
displayed either relaxation or frustration depending on
Sanne’s obedience. At other times, she spoke to Sanne
in a friendly and affectionate voice, referred to herself
as “Mama,” and asked Sanne to come closer.

G (in a low voice): “Go over there. There, over
there.” (G looks a little angry. Sanne wiggles
on the spot) G: “Will you not listen to what
I'm saying? You need to do what I'm saying. —
Now!”

G: “Sanne! Go to Mama. Just gallop a little,
friend!” (Sanne comes closer) G: “Yeah, that’s
fine. You have to come here!” (Sanne drives
backwards again) G: “No, not that way.” (...
some back and forth of the robot, conversation
with care staff ...) G (high voice): “Go over
there now. To little Mom. Come over here now,
it must be now.” (Sanne drives away) G: “Now
you must go. Move along now. Away with you.
Go back. Yes, you have to go home.”

3.4.5 People with Dementia Show Empathy and
Caretaking Tendency toward Social Robots

The fifth theme is that people with dementia express
empathy toward social robots, perceiving them as enti-
ties requiring care and attention. People with dementia
often display emotional concern for social robots. For
example, Thunberg et al. [93] report a person with de-
mentia screamed and looked for JfA Dog when it was
taken away for cleaning and changing battery. Simi-
larly, Bradwell et al. [10] reported that a person with
dementia demonstrated empathy by gently promising
not to harm the JfA Dog, saying, “I won’t hurt you,
darling.” Moreover, Marchetti et al. [S9] reported that a
participant expressed empathy towards the robot Sanne
by remarking:

1 feel bad for you that you have to be inside a
shell.

Bradwell et al. [9] also mentioned a person with
dementia, despite realizing the robotic nature of JfA
Cat, expressed empathy by commenting, “The poor cat
has got two broken legs. Good job it’s not real!”

Further, people with dementia often exhibit a strong
sense of care toward social robots, perceiving them as
helpless creatures requiring care and affection. Pike et
al. [70] reported that participants frequently inquired
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about feeding or letting JfA Cat out. Bradwell et al.
noted a person with dementia enjoyed feeding a JfA
Cat [9]:

We did have a lady that enjoyed feeding it. And
she had a puree diet, said a caregiver.

Rouaix et al. [78] observed inquiries about what
Nao eats, suggesting a projection of empathetic care
onto the robots. Thunberg et al. [93] also noted partici-
pants asking about emptying litter boxes and described
a situation where a person with dementia attempted
to assist JA Cat in sitting up, further demonstrating
the tendency to perceive robots as requiring physical
support. Other caregiving behaviors include checking
Hiro’s diaper when it cried [91]:

“Participant C, who has severe dementia in
the face group, repeatedly touched the robot’s
crotch and tried to undress it when it started cry-
ing. The staff member suggested that it looked
like she was checking the robot’s diaper”, as
reported by the author.

Even when recognizing their limitations, people
with dementia demonstrate an awareness of the per-
ceived needs of robots. For example, Sumioka et al. [91]
reported that the humanoid robot Hiro emitting a crying
sound was perceived as an indication of hunger, prompt-
ing a person with dementia to respond with concern like
toward a baby, saying,

I can’t breastfeed him.

“When the robot meowed or rolled over on its
back, he thought that the robot was in pain or
needed help. He asked it what was wrong and
tried to help it sit up again,” reported by the
authors.

The awareness of their inability to respond to the
robot’s needs even caused distress. This was observed
by Pike et al. [70], who reported that some people with
dementia regarded meowing as the cat asking for some-
thing, and when they were unable to respond to the
perceived need, it led to emotional distress.

3.4.6 People with Dementia Perceive the Ontological
Status of Social Robots in an Ambivalent and
Fluctuating Way.

The last theme is that the perception of social robots
by people with dementia is not static. Instead, it fluctu-
ates between viewing the robot as a mechanical object
and as a lifelike being. Robotic behaviors, particularly
motion, play a crucial role in shaping and sustaining
the perception of lifelike qualities, and triggering this
shift. As Bradwell et al. [9] reported, although people
with dementia recognized the misalignment between

the robot and real animals in terms of size and weight,
behaviors such as turning and moving the head made
JfA Dog appear more realistic. Gustafsson et al. [36]
described a case in which a participant’s perception
of JustoCat shifted from day to day, recognizing it as
robotic at times and at others as a real cat, influenced by
its behaviors, especially purring and breathing. Simi-
larly, caregivers in Thunberg et al. [93] noted that while
most residents understood the robot was not a real an-
imal, their perceptions often changed when it moved,
leading them to believe it was real.

This oscillation suggests a form of cognitive am-
bivalence, where reality and misperception coexist and
shift dynamically. For example, Hung et al. [41] report
a person with dementia who said to Paro “oh my god,
are you a friendly little seal? (singing cheerfully) I love
you.” while partially recognizing its machine nature, “I
am scratching his tummy. There are his batteries. He’s
not dead yet.” Similarly, Pu et al. [72] report people
with mild dementia chose to consider Paro as a real
seal, while they were aware that it was a robot, saying
“It’s like a real toy... Pretty much like a seal.”

4 Discussion
4.1 Summary of Results and Answers to RQ

Verbal cues, including semantic speech and semantic-
free speech, as well as nonverbal cues, including ges-
tures, gaze, facial expression, and body and head move-
ment, have been widely used in social robots for people
with dementia (RQ1). Different combinations of design
cues might stimulate lifelikeness, suggest social inten-
tionality, and enhance familiarity. While some design
cues might enhance lifelike qualities, others might sug-
gest the robot’s artificial nature. From the user side,
our findings suggest that people with dementia tend to
perceive social robots as possessing biological, men-
tal capacities, and social role attributes, blurring the
distinction between artifactual and living entities and
influencing their interactions (RQ2). We also conclude
that the ontological status of social robots is ambivalent
and fluctuating.

4.2 Methodology Pitfalls
4.2.1 Interpretation of Perception

Our understanding of social robotic deception in de-
mentia care remains incomplete due to the lack of direct
insights from people with dementia. As Kant said, “We
do not have unmediated access to things as they are
‘in themselves’ (noumena), but only to things as they
appear to us (phenomena), shaped by the innate struc-
tures of our mind.” In the context of dementia care, this
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epistemological challenge is compounded by a prac-
tical one: although many people with mild dementia
retain the capability of articulating their own experi-
ences, their perspectives are often overlooked [90]. In
the reviewed papers, responses and perceptions of so-
cial robots are mostly filtered through the eyes of re-
searchers, caregivers, or in general third-persons, and
are thus not necessarily representative of people with
dementia’s perspectives. A true understanding of de-
ception should start from the inclusion of people with
dementia’s in research practice and the representation
of their perspectives.

In addition, cognitive decline further increases the
variability and unpredictability of misperception. Dif-
ferences in the degree of cognitive decline among peo-
ple with dementia lead to varying levels of susceptibil-
ity to misperception. For example, many included stud-
ies noted that people with severe dementia believe the
robots are real humans or animals, while people with
mild dementia hold the view of reality, thinking they are
just toys or machines [10,41,63,72,93]. Considering
the compromised capacity of people with dementia to
articulate or reflect on their own perceptions, future re-
search could address this by combining observational
methods with the participatory approach to incorpo-
rate first-hand accounts to provide a more nuanced un-
derstanding of how people with dementia experience
robotic deception.

4.2.2 Introducing and Framing the Nature of Social
Robots

Most studies involved the presence of facilitators. Intro-
ducing robots in a lifelike way, such as having names,
intentions, and emotions, can impact how people per-
ceive and treat a robot [20], adding to the complexity
of social robotic deception in dementia care. For ex-
ample, some people with dementia took care of JfA
Dog when asked to “keep an eye on the puppy” [9].
Although using deceptive prompts to reach beneficial
outcomes or prevent unnecessary harms has been ethi-
cally justified within the nursing field [53,54], it might
be problematic in HRI because robots cannot interpret
subtle social and emotional cues to judge when decep-
tion is appropriate [94], and it remains unclear who
should be held responsible when such deception leads
to unintended consequences. Therefore, future studies
should systematically examine the role of facilitators
as co-constructors of deception in HRI settings and es-
tablish practical guidelines for introducing and framing
robots to minimize unintentional reinforcement of de-
ceptive perceptions.

4.2.3 Debriefing about the Nature of Social Robots

The reviewed articles do not report whether a debrief-
ing process was conducted. Debriefing is an important
practice in HRI, as it helps prevent persistent misper-
ceptions and effects on participants. However, disclos-
ing the robot’s artificial nature to people with dementia,
especially those who have already formed strong beliefs
that the robot is a living being, a companion, child, or
pet, may cause emotional distress. Interesting paradox:
doing empirical research into the psychological effects
of deception can in itself offer a context where acts of
deception may be used, and need to be mitigated. There-
fore, future research should explore context-sensitive
and ethically informed debriefing strategies that bal-
ance the need for transparency with the psychological
well-being of people with dementia. We also call for the
consistent reporting of debriefing procedures in future
studies, as their absence in documentation limits ethical
evaluation and replication.

4.3 Social Robotic Deception in Dementia Care
4.3.1 Design Cues of Social Robots (RQ1)

Design cues often appear in holistic configurations
that may reinforce or contradict each other. Therefore,
robotic deception cannot be attributed to isolated cues
alone. For instance, a cat-like appearance with meow-
ing and purring and rolling over on their back may
strengthen the illusion that a robot is a real cat [93],
while a human-like appearance without expected be-
haviors may create perceptual oscillation between arti-
ficiality and realism [39]. If we look at the appearance,
humanoid robots made of hard plastic often break the
illusion of aliveness. Irrespective of this, it is interesting
to note that robots such as NAO, QT, Eva, Hiro, Paro,
Pleo, JustoCat, Cuddler, Lovot, Miro, Furby, and Sanne
exhibit infantile features across species. Those baby
schema features, such as big eyes, round faces, large
heads, and short limbs, are prevalent in social robot
design, eliciting age-related perception and caregiving
responses [28].

However, we do not know much about how these
different design features interplay. We therefore call for
a systematic investigation of how design cues interact to
shape perception, moving beyond the analysis of indi-
vidual design features and instead examining cue con-
figurations in context. Understanding which cues most
strongly elicit misperception, under what conditions,
and leading to what consequences is essential for de-
veloping socially responsible robots. For example, em-
pirical studies could compare different combinations of
cues to assess their impact on perception and response.

Moreover, such investigations should be situated in
areal setting, such as a long-term care home, where the
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lived experience of users can be observed over time.
Mixed-methods approaches combining field observa-
tion and interviews with caregivers may help identify
which configurations of cues are most likely to lead
to unintended misperceptions or overattribution. This
knowledge can inform the development of ethical de-
sign guidelines that balance engagement with trans-
parency.

4.3.2 Perceptions and Response of People with
Dementia (RQ2)

From the review results, we found that people with de-
mentia take an intentional stance towards social robots
[22]. They treat them as a rational agent whose actions
are motivated by goals, beliefs, and desires [22]. As
Zotowski et al. [104] note, people may project deeply
human attributes onto robots, “even if these entities are
nothing more than a plastic shell with an engine in it.”
Their responses are formed immediately upon interac-
tion, reflecting intuitive anthropomorphic or zoomor-
phic attributions to the robot’s nature and capabilities
without requiring additional information or validation.

However, robots are often designed to feature animal-
like or human-like appearances, suggesting biological
traits and mental states they do not actually possess,
or responding to users with familiar social patterns.
This is a widely used design strategy in HRI, which
exploits natural tendencies of anthropomorphism and
zoomorphism to enhance engagement and interaction.
Therefore, some philosophers argue that design cues
such as those identified in this review constitute robotic
deception [5, 60, 84]. Their critique aligns with con-
cerns about the potential for misperception among peo-
ple with dementia, highlighting the ethical importance
of scrutinizing how seemingly benign design features
may unintentionally mislead vulnerable users.

We also hypothesize that the social cues embedded
in robot design can significantly shape how people with
dementia perceive and respond to these technologies.
This insight emerges from the patterns observed across
the reviewed studies, where different categories of de-
sign features are similar with distinct perceptions and
responses as shown in Fig 3. For example, cues resem-
bling physiological signs (e.g., breathing, heartbeat, or
blinking) may be interpreted as indicators of biolog-
ical life (e.g., alive, sick, or dead). Cues that mimic
social intentions (e.g., playful movement to invite in-
teraction) could prompt users to attribute mental ca-
pacities, such as intention or agency. Similarly, features
that evoke familiar beings (e.g., female appearance and
voice, childlike gestures, or seal-like head movements)
can lead participants to assign social categories (e.g.,
gender or age), define social roles (e.g., pet or com-
panion), and even express empathy or caretaking be-
haviors (e.g., feeding or checking diaper). Conversely,

cues that expose the robot’s artifactuality (e.g., mechan-
ical movements or plush texture) can draw attention to
its non-human status and reframe its ontological cat-
egorization. Together, we suggest that robot designers
and developers co-construct deception.

Given this tension and hypotheses, future research
should develop ethically grounded design principles
that balance engagement with transparency. Design-
ers should critically assess the social cues embedded in
robots and the consequences of over-attribution by users
with cognitive impairment. To support this, a more sys-
tematic understanding and reflection on how design
decisions are made is required. Empirical approaches
such as ethnographic fieldwork in robotics companies
or interviews with designers shed light on how ethical
considerations are incorporated into practice and guide
more responsible development in dementia care.

Additionally, although people with dementia some-
times found inconsistencies between the robot’s design
cues and the living entity or social role to which they
related them, they still had emotional and behavioral
responses to social robots. They often rationalize these
inconsistencies, as if they wandered in a liminal per-
ception space between reality and fiction. Some peo-
ple with dementia recognized that robots were just
machines but still responded to them as if they were
alive, suggesting an intentional suspension of disbelief
and co-creating the “deception phenomena” together
with the robots [16]. Crucially, this susceptibility is
not unique to people with dementia. Even individu-
als without cognitive impairments routinely respond to
social cues from artificial agents as if they were inter-
acting with sentient beings, an effect well-documented
in Human-Computer Interaction and media psychol-
ogy [55]. When people willingly suspend disbelief,
they may consciously overlook inconsistencies or me-
chanical traits in favor of emotional or relational en-
gagement. This makes it challenging to distinguish re-
sponses that stem from genuine deception from those
that arise through voluntary, playful immersion. In this
light, the boundary between deception and engagement
becomes ethically and conceptually complex, particu-
larly when designing for vulnerable populations.

In addition, different people with dementia may
misperceive and emotionally or behaviorally react to
the same robot in different ways, reflecting the subjec-
tivity of deception. Even within the same individual,
perceptions may fluctuate due to broader interactional
dynamics (e.g., introduction by facilitators, interaction
with other people with dementia or caregivers, etc.). In
this sense, we highlight the dynamic nature of robotic
deception in people with dementia, supporting Coeck-
elbergh’s argument that robotic deception is not merely
a static feature of the robot itself but rather a phe-
nomenon shaped through a dynamic interaction in the
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Design Cues Perceptions and Responses
Built in Social Robots for People with Dementia of People with Dementia to Social Robots
Design Cues Resembling Physiological Signs---- - > People with Dementia Attribute Biological Traits to Social Robots
Design Cues Resembling Social Intentions-- - - - » People with Dementia Perceive Social Robots as Having Mental Capacities
People with Dementia Actively Define Social Roles of Social Robots
Design Cues Resembling Familiar Beings-- - - - »People with Dementia Show Empathy and Caretaking Tendency towards Social Robots
People with Dementia Attribute Social Categories to Social Robots
Design Cues Revealing Artificial Nature----- > People with Dementia Perceive the Ontological Status of Social Robot in an Ambivalent and Fluctuating Way

Fig. 3: Mind map summarizing design cues categories of social robots and perceptions and responses of people

with dementia

performance and narrative that users and social robots
co-create [16].

Importantly, cognitive decline introduces further
complexity, as it affects people in varied ways and
progresses differently over time, even within the same
person. This reveals a gap in current research: much
of the existing literature tends to conceptualize decep-
tion in social robots as an immutable property, often
overlooking how it unfolds and is interpreted in sit-
uated, evolving interactions, particularly in dementia
care contexts. Therefore, we call for a focus on a more
context-sensitive understanding of deception. This is
crucial to developing ethical frameworks and design
strategies that better align with the lived realities of
people with dementia and their caregivers, as well as
other vulnerable user groups.

4.4 Reframing Robotic Deception in HRI: A
Dual-Process Perspective

Despite extensive discussions on the definition of robotic
deception, we found in the review process that there
remains a vagueness in providing clear guidance for
identifying deception in real-world cases. For instance,
without paying attention to design characteristics, many
philosophers describe robotic deception through its ef-
fects, so-called misleading impressions on the robots
[19, 35, 88, 89]. However, there remains a lack of re-
search specifically addressing how misleading effects
can be systematically identified through dynamics of
user perceptions and responses.

To address this gap, we draw upon dual-process
theory to move beyond static definitions of deception
and instead describe deception as a dynamic moment-
to-moment situated processing of social robots. This

aligns with insights from the CASA paradigm and
presence theory, which highlight the automatic, “hard-
wired” nature of our social responses to media at the
visceral/emotional and behavioral levels (fast, reactive)
versus our cognitive appraisal (slow, reflective) of the
same mediated experience (i.e., knowing full well that
it is not real).

According to dual-process theory [31], when a per-
son interact with the world, two distinct processing
types are performed. Type 1 operates rapidly and uncon-
sciously, relying on heuristic cues and pattern recogni-
tion to make judgments with minimal cognitive effort.
In contrast, Type 2 involves slow, effortful, and ana-
lytical thinking, allowing users to question, verify, and
rationalize their perceptions.

Applying dual process theory to human-robot inter-
action, in Type 1 processing, users interact with robots
based on social intuitions rather than reflective analy-
sis. For instance, robots designed with features such as
humanlike characteristics or social behaviors may ac-
tivate preexisting human social schemas, leading users
to attribute human biological traits or mental capabili-
ties to the robot. Type 2 processing is crucial to escape
illusionism, as it enables people to compare their ex-
pectations with reality and recognize inconsistencies,
for example, asking whether the behavior of a robot is
due to a real or artificial ontological status.

In people with dementia, the balance between Type
1 and Type 2 processing may shift, with intuitive, au-
tomatic responses (Type 1) often taking precedence as
deliberative, analytical reasoning (Type 2) becomes less
consistently accessible. People with dementia may thus
come to rely more heavily on superficial social signals,
such as the sound of a robot or its facial expressions,
without critically evaluating the underlying mechanics
or capabilities of the robot. As a result, they may intu-
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itively form false beliefs about the robot’s agency (e.g.,
the robot is a sentient being), intentions (e.g., the robot
genuinely likes them), or identity (e.g., the robot is their
child) and exhibit responses typically directed toward
living beings (e.g., trying to breastfeed the robot and
checking the diaper).

From a dual-process theory perspective, social
robot deception in people with dementia can be un-
derstood as a failure of Type 2 reasoning to correct an
initial, intuitive perception generated by Type 1 process-
ing. That is, deception happens when a user’s heuristic-
driven cognition (Type 1) leads them to misinterpret
the robot’s nature, and their analytic reasoning (Type
2) either fails to override this misinterpretation or rein-
forces it through rationalization. That leads to what was
observed in the included studies: some people with de-
mentia believed that the robot possessed life-like qual-
ities, such as biological traits and mental capabilities.
For example, a person with dementia asked her daugh-
ter, “Is this child a seal?”” [44]. A person with dementia
asked Nao robot “Will you grow up?” [78]. Similarly,
another person with dementia commented Pepper “He
must be eleven or twelve years old.” [73].

Itis important to note that not all emotionally driven
behavior can be regarded as proof of the occurrence of
social robotic deception. We hypothesize that instances
where users consciously suspend disbelief or engage
with the robot through emotionally colored interpre-
tations do not constitute robotic deception, as these
responses do not arise from a failure in cognitive pro-
cessing, but from a voluntary, often playful, re-framing
of reality. The critical distinction lies in whether the
user’s internal model of the robot has been unintention-
ally distorted—i.e., whether a misperception has been
cognitively constructed and accepted as truth.

This can be seen in numerous cases. For instance,
Marchetti et al. (2022) observed people with dementia
identifying Sanne as machine-like, but engaging with it
in a playful manner as if it were areal cat [59]. In another
case, a person with dementia spoke with LOVOT as if it
were a child even though she knew it was a robot [23].
Similarly, in [70], a person with dementia expressed
affection by putting JfA Cat to bed on a sofa at night,
saying how much she loved it, even though she knew it
was not real.

4.5 Limitation

The quality and scope of this literature review are in-
herently shaped by the data available in the included
studies. Notably, there is a clear geographical bias,
with most research conducted in the United States,
Europe, and Japan, while contributions from other re-
gions remain underrepresented. Similarly, participant
samples reveal significant imbalances in terms of gen-

der and dementia severity: the majority of participants
were women and in the early stages of cognitive de-
cline. Given that perception is inherently subjective and
shaped by both cultural and cognitive contexts, these
limitations potentially constrain the generalizability of
applying dual-process theory to social robotic decep-
tion in dementia care. For instance, cross-cultural stud-
ies could offer valuable insights into how different so-
ciocultural and individual factors mediate perceptions
of social robots. Much of the research on people with
dementia does not primarily involve them because of
these types of claims (complexity to execute, burden
to participants, ethics). As a consequence, the voice
of people with dementia is underrepresented. Recog-
nizing these constraints does not diminish the impor-
tance of striving for more inclusive research but rather
highlights the need for methodological creativity and
institutional support to make such inclusivity feasible.

Variability among the reviewed studies and a lack
of precision were also evident in the reporting of in-
teraction sessions. While most studies involved free-
interaction sessions, the ways in which people with de-
mentia engaged with social robots was not clearly and
systematically documented, thus impeding rigorous in-
terpretation and comparison.

5 Conclusion

Drawing on 26 empirical studies involving people with
dementia interacting with social robots, this review
synthesizes how people with dementia perceive and
respond to social robots, revealing consistent patterns
of attributing biological traits, social categories, men-
tal states, and relational roles to the robots, often ac-
companied by expressions of empathy and caregiving
behavior. Moreover, their understanding of a robot’s
ontological status is frequently ambivalent and subject
to fluctuation over time. Building on these findings,
we introduce a novel theoretical framework grounded
in dual-process theory: we argue that robotic decep-
tion arises when heuristic, automatic cognition (Type
1) leads to a misinterpretation of the robot’s nature, and
deliberative, analytical reasoning (Type 2) is either im-
paired or insufficient to counter this impression. To our
knowledge, this is the first framework to explicitly con-
nect robotic deception in dementia care to the cognitive
mechanisms underlying users’ interpretations.
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