Universita M
di Genova a

Machine Learning Genoa center

1 Overview

MaLGa — Machine Learning Genoa center (https://malga.unige.it) is a multi-
disciplinary research center of the University of Genoa, between mathematics
and computer science.

Over the last few years, a growing community of mathematicians and com-
puter scientists from Genoa has increasingly coordinated its activity within a
large body of diverse yet connected topics that include Computer vision, Com-
putational Harmonic Analysis, Data Analysis, Statistical Learning and Optimiza-
tion. The resulting momentum has eventually led to the creation of MalLGa. Its
basic goal is to foster fundamental research in each of these areas with the
ambition of viewing the various tasks as portions of one single endeavour that
sets the interconnection of theoretical understanding and real life problems at
center stage. The confluence point of the center, and in fact its main driving
force in terms of human and financial resources is Machine Learning, but its
most distinctive feature is to be found in the mutual interaction of the broadly
diversified research themes and scientific backgrounds. The spectrum of com-
petences, that range from very abstract to concretely applied, is a feature that
identifies MaLGa as a bridge between Academia and Industry and thus orients
its many educational activities as a combination of scholarly-oriented teaching
and professional training.

2 MalLGa vision

Understanding how intelligence works and how it can be emulated by machines
is an old dream and arguably one of the biggest challenges in modern science.
ML, with its principles and computational implementations, is at the very core
of this endeavour. Recently, for the first time, we have been able to develop ar-
tificial intelligence systems able to solve complex tasks considered out of reach
for decades. ML engines, trained rather than programmed to solve a task, en-
able intelligent technologies such as Siri, Kinect or Google self driving car, to
name a few. At the same time, they help deciphering the information in our DNA
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and make sense of the flood of data gathered on the web, forming the basis of
a new "Science of Data”.

The complexity of these tasks varies significantly, and oftentimes it is nec-
essary to dive deeper into the mathematical underpinnings, including analysis,
optimization, probability and statistics; other times, it is important to design
efficient algorithms able to function on limited resources, or it is necessary to
reach a hands-on understanding of the application scenario that provided the
data and motivated the problem, as well as of the specificities of the data them-
selves. Very often it is crucial to engage an open dialogue with domain experts.
For these reasons ML today is a multidisciplinary research field. MaLGa stands at
the junction of these different research areas and this is its driving force. In the
broad spectrum of ML, MaLGa research focuses specifically on the following top-
ics: Computational and Statistical Learning, Computational Harmonic Analysis,
Computer Vision, Machine Learning for Data Science.

A main objective of MalLGa is to grow a new generation of experts in ML re-
lated topics, leveraging Italy’s strong education system which supports us in
raising well-prepared and motivated students and young researchers. We in-
vest in this direction by organising graduate courses, sponsoring talented PhD
students and PostDoc, encouraging international exchanges. We believe that
education is both a duty and an opportunity of Academia. Every year we orga-
nize graduate courses and schools attracting students from Italy and abroad.
Some of them are also open to the industrial community, providing a natural
way to establish connections and collaborations.

While MaLGa primary objective is basic research in ML, our plan is to impact
a variety of different fields and application domains by establishing fruitful col-
laborations with industry, other research institutions, and the general public.
MaLGa provides us a critical mass to interact with the outside world. For this
our commitment is strong and diversified in dissemination, continuous educa-
tion, and technology transfer. The channeling of our research findings toward
practical applications provides the opportunity of remaining in constant touch
with societal needs and adjusting the focus of our basic research accordingly.

3 MaLGa pillars

From the past to the future. The University of Genoa has a strong tradition in
ML and artificial intelligence. The study of machine intelligence was pioneered
in Italy by the physicist Antonio Borsellino and the engineer Vincenzo Tagliasco
in Genoa. Researchers from this school, like Tomaso Poggio, Vincent Torre, Fed-
erico Girosi and Alessandro Verri contributed in fundamental ways especially in
ML and computer vision. In the last twenty years, the University of Genoa has
established itself as a leading group in ML and its applications, in particular
to computer vision and computational biology. As a proof of the quality of our
research we have been awarded two ERC consolidator grants (SLING 819789, RID-
ING 101002724) and one starting grant (SamPDE 101041040). SLING has boosted
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the creation of MaLGa center, the first research center in Italy whose core is ML,
but after only 3 years MaLGa can count on a total of 10 million euros in EU, gov-
ernmental and private funding. MaLGa allows us to coordinate and expand the
ML activity in Genoa. As we argue below, our geographic position, the presence
of several engaged institutions and industrial partners, the opportunity to form
students by shaping new courses and curricula at the University, are all assets
that will allow MaLGa to have long lasting impacts.

From theory to practice: a multidisciplinary effort. MalLGa is primarily a center
for fundamental research. A main feature of the research activity at MaLGA is
the idea that a fruitful interplay between theoretical and applied questions is
the key for long lasting and impactful contributions. More broadly this has al-
ways been the founding feature of ML studies at the University of Genoa. Our
present and past research has always been equally split between foundational
work in ML theory, and applied projects working closely with partners such as
hospitals or industries to develop vertical solutions. In particular, the tradition
of regularization theory is our natural framework to understand and develop ML
algorithms, and we have always been working to channel theoretical advances
into practical solutions readily available in a range of different application do-
mains.

MaLGa is a research center between the mathematics and computer science
departments in Genoa reflecting our deeply multidisciplinary approach. We next
describe how the above general principles are implemented in a consistent re-
search organization.

4 MalLGa structure
Today MalGa is structured in four groups.

Computational and statistical learning. The goal of this group is to advance
the frontiers of learning theory and ML, while building algorithmic tools for the
analysis of complex systems and high dimensional data. The approach of this
group is to blend well established concepts and methods from computer sci-
ence, optimization, statistics and signal processing with modern results in (high
dimensional) probability, into new computational tools for artificial intelligence
and data science. The idea is to channel theory and algorithms into new appli-
cations including smarter technologies and sophisticated engines for inference
from high-dimensional data. The ultimate objective of the group is a future gen-
eration of intelligent algorithms.

Specific projects and representative publications:

- Statistical and computational complexity of ML [16, 17]. The goal is to char-
acterize theoretically the minimal amount of data and computational re-
sources needed for optimal learning under different prior assumptions.
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« Efficient algorithms for large scale learning [18, 19]. The goal is to develop
large scale ML solutions with optimal prediction accuracy and minimal
computational (memory/time/comunication) footprints.

+ Learning with structured data [4, 8]. The goal is to learn from data with
a variety of structures, including but not limited to multiple related out-
puts, general geometry (e.g. metric/Banach spaces), multiscale and com-
positional structure (like audio/video signals) or time structure (time se-
ries/dynamical systems).

Computational harmonic analysis and ML. The scientific interests of this group
are atthe interface between ML, harmonic analysis, inverse problems and partial
differential equations. While each individual field has in recent years witnessed
significant advances, it appears highly likely that the next major breakthroughs
will occur at the intersection of these disciplines. The ultimate goal of this re-
search group is to develop fundamental mathematical tools for the analysis of
massive and complex data.

Specific projects and representative publications:

« Foundation of Learning theory [6, 10]. The goal is to investigate the foun-
dation of supervised and unsupervised learning methods developing gen-
eral frameworks that highlight the connection with neighboring fields, in
particular signal processing and harmonic analysis.

+ Harmonic analysis [1, 5, 9]. The goal is to investigate a variety of transforms
extending classic Fourier analysis, as generalized shearlets and Radon trans-
forms both on manifolds and graphs, tuned for feature extraction and
multi-scale data representations.

+ Reproducing kernel Hilbert spaces [7, 11]. This is one of the main areas of
expertise in MaLGa and it focuses on the vector-valued framework and on
its connection with Harmonic Analysis on manifolds and ML data repre-
sentation.

* Inverse problems and ML [22, 2, 3]. This is one of the trademarks of the
MaLGa approach to learning. On the one hand, inverse problems provide a
sound framework to understand and solve a variety of learning problems.
On the other hand, data-driven approaches based on ML are becoming
increasingly popular to solve a variety of inverse problems in imaging and
natural sciences.

ML & vision. This group investigates different nuances of visual perception in
artificial intelligence systems, where computer vision and ML are combined to
obtain robust data-driven methods addressing a variety of problems. In a mul-
tidisciplinary approach, the group is interested in mathematically sound algo-
rithms, computational models, and a wide range of applications. In particular, a
main goal of the group is to study and develop methods for image processing,
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scene understanding, motion analysis, and action recognition, with applications
to assisted living, human-machine interaction, robotics, and video-surveillance.
Specific projects and representative publications:

« Multi-resolution image processing [12, 14]. The goal is to explore the po-
tential of multi-resolution representations for 2D and 3D signals (shearlets
in particular) to devise image processing and feature detection algorithms
invariant and robust to noise.

+ Scene and motion understanding [20, 21]. The goal is to design algorithms
for understanding semantic and dynamic information in images and videos.
We focus primarily on human-centric systems, and study low level as well
as high level motion patterns, actions and interactions with objects and
with the environment. A relevant application of this research is in assess-
ing physical and emotional well being of elderly and patients with disabil-
ities in assisted living scenarios.

« Vision and robotics [13, 15]. The goal is to incorporate ML and computer vi-
sion models within human-robot interaction scenarios. Embodied agents
are used as a test bed for general purpose methods as well as a valuable
and unique source of visual data.

Physics Informed Machine Learning for Biological Behavior. The Physics In-
formed ML for Biological Behavior unit blends physics and machine / reinforce-
ment learning to understand how organisms sense and process complex signals
to behave in a world dominated by uncertainty. We draw inspiration from the
myriad solutions organisms evolved to solve complex tasks like foraging, finding
mates, escaping predators and choosing the correct timing for releasing propag-
ules or ambush a prey. In all such cases, organisms sense sparse signals in time
and choose actions by combining sensory cues with a more or less accurate
model of how the world works. Animals learn specific behaviors through a se-
ries of complex mechanisms; a key element of learning is the direct interaction
with the environment through trial and error.

We are interested in developing computational strategies that can learn how
to perform these tasks by interacting with a virtual reality environment. To this
end, we develop numerical simulations that reproduce an accurate picture of
the physical environment where animals live in. We use this virtual reality to
train reinforcement learning agents that are able to perform tasks routinely ob-
served in biological systems. Our virtual reality can be completely controlled to
ask:

« what is the role of multiple, potentially redundant senses?
« how do animals adapt strategies to a changing, unknown environment?

+ how is behavior connected to knowledge? Is accumulating knowledge use-
ful to behave more effectively?
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5 MaLGa faculties

Giovanni S. Alberti is a tenure-track assistant professor at the Department of
Mathematics at the University of Genoa. He received his PhD at the University
of Oxford. He held two post-doctoral positions at the Ecole Normale Supérieure
in Paris and at ETH Zirich. His research focuses on partial differential equations,
applied harmonic analysis, and on their interactions with inverse problems, ma-
chine learning and imaging. He was the recipient of the “Gioacchino lapichino”
prize for Mathematical Analysis in 2017 and of the “Eurasian Association on In-
verse Problems Young Scientist Award” for distinguished contributions to in-
verse problems in 2018 and was selected among the emerging talents of 2021 by
the journal Inverse Problems. He was awarded an ERC Starting Grant 2021 of 1.2
million Euros for the project "Sample complexity for inverse problems in PDE”".
Annalisa Barla is associate professor at the DIBRIS Department at the Univer-
sity of Genoa. She received her PhD in Computer Science in at the University of
Genoa in 2005 and she then became a post-doctoral researcher in Fondazione
Bruno Kessler (Trento, Italy), where she started her research in computational
biology. With the FP6 Integrated Project Health-e-Child I1ST-2004-02774919 she
joined (2007) the Statistical Learning and Image Processing group in Genoa,
starting a research line in computational biology. She authored more than 70
peer-reviewed papers in international journals and conference proceedings.
Filippo De Mari is full professor at the Department of Mathematics at the Univer-
sity of Genoa. He received his PhD in Mathematics at the Washington University
in St. Louis, Missouri in 1987. After a post-doctoral position at the Institut fur
Dynamische Systeme, at Bremen University (Germany) in 1988-89 and Politec-
nico di Torino, he became assistant professor at the University of Genoa. His
research activity is in the field of (applied) harmonic and signal analysis. He co-
authored more than 40 papers on refereed international journals.

Ernesto De Vito is full professor at the Department of Mathematics at the Uni-
versity of Genoa. He received his PhD from the University of Genoa in 1995. He
has been assistant professor at the University of Modena, and then associate
professor at the University of Genoa. His research activity focuses on machine
learning theory and applied harmonic analysis. He co-authored 70 papers in in-
ternational journals, conference proceedings, and two books. Since 2020 he is
the coordinator of Gruppo UMI: Matematica per l'Intelligenza Artificiale e il Ma-
chine Learning (https://aiml.unich.it/).

Simone Di Marino is associate professor at the Department of Mathematics at
the University of Genoa. He received his PhD in Mathematics at the Scuola Nor-
male Superiore di Pisa in 2011 for which he received the "INdAM-UMI-SIMAI”
prize. After post-doctoral positions in Université Paris-Sud and Université Paris-
Dauphine, he became INdAM permanent researcher, and then associat profes-
sor in Geona since 2019. His research activity is in the field of applied optimal
transport (evolutionary PDEs, Density Functional Theory, algorithms) as well as
analysis in metric spaces. He co-authored more than 20 papers on refereed in-
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ternational journals.

Cesare Molinari is an assistant professor at the DIMA Department at the Univer-
sity of Genoa. He received his PhD in Mathematics from Universidad Técnica Fed-
erico Santa Maria (Valparaiso, Chile) in 2017. In 2018-2019 he was a post-doctoral
researcher at ENSICaen (Université de Normandie, France) and in 2020-2022 at
the Italian Institute of Technology. His research interests include efficient al-
gorithms for convex non-smooth optimization, with a special focus on stochas-
tic/inexact computations and applications in machine learning. He authored
more than 12 peer-reviewed papers in international conferences and journals.
Nicoletta Noceti is associate professor at the DIBRIS Department at the Uni-
versity of Genoa. She received her PhD in Computer Science (2010) from the
University of Genoa. In 2008, she visited the IDIAP Institute (Switzerland) as a
research fellow. Over the years, she has explored the theoretical foundations
of Computer Vision and Image Processing and applications as robotics, Ambient
Assistive Living, and video-surveillance. In such contexts, she has collaborations
with universities, research institutes and hospitals. She participated to various
national and international research projects (e.g. EU projects SAFEPOST and
Healh-e-Child), and technology transfer and development projects with SMEs
and large companies. She authored more than 60 peer-reviewed papers in in-
ternational journals and conference proceedings.

Francesca Odone is full professor at the DIBRIS Department at the University of
Genoa. She received the PhD in Computer Science in 2002 from the University
of Genoa. In 2002-2005 she was researcher at INFM (CNR), in 2006-2014 she was
assistant professor at University of Genoa. She visited Heriot-Watt University,
Edinburgh, UK in 1997 and 1999-2000. Her research interests are in the fields
of Computer Vision and Machine Learning, including data-driven methods for
automatic visual perception, motion analysis, behavior analysis, and pose esti-
mation in video sequences. She explores different application domains, includ-
ing robotics, assisted living, and video-surveillance. She authored more than
110 peer-reviewed papers in international journals and conference proceedings.
She is acting as an Associate Editor of the IEEE Transactions on Emerging Topics
in Computing.

Vito Paolo Pastore is an assistant professor at the DIBRIS Department at the
University of Genoa. He received his PhD in bioengineering and robotics from
the University of Genoa in 2018. In 2020-2022 he was a post-doctoral researcher
at the Italian Institute of Technology. Previously in 2018-2020 he was a post-
doctoral researcher in IBM Research Almaden. His research interests include
learning algorithms for biological data analysis and image understanding, cel-
lular engineering, machine learning for neural engineering and efficient algo-
rihntm for different computer vision applications. He authored more than 20
peer-reviewed papers in international conferences and journals. He is the first
inventor of five patents.

Lorenzo Rosasco is full professor at the DIBRIS Department at the University of
Genoa, a visiting professor at the Massachusetts Institute of Technology, and
external collaborator at the Istituto Italiano di Tecnologia. He received his PhD
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from the University of Genoa in 2006 and has been visiting student at the Toy-
ota Technological Institute at Chicago and at the Center for Biological and Com-
putational Learning (CBCL) at MIT. He held a research scientist position at MIT
between 2006 and 2009. He is the principal investigator of the Laboratory for
Computational and Statistical Learning. In 2019 he obtained the ERC consolida-
tor grant “Efficient algorithms for sustainable machine learning”. His research
focuses on studying theory and algorithms for machine learning. He is known
for his foundational work in machine learning as well as the development of
sound large scale machine learning algorithms. He authored more than 100
peer-reviewed papers in international journals.

Matteo Santacesaria is a tenure-track assistant professor at the Department of
Mathematics of University of Genoa. He received his PhD in Applied Mathemat-
ics at Ecole Polytechnique (France) in 2012. He has held post-doctoral positions
at Université Joseph Fourier, University of Helsinki and Politecnico di Milano.
His main research topics are inverse problems for partial differential equations
with applications to medical imaging. His research interests include: Calderon’s
inverse conductivity problem, linear and nonlinear reconstruction algorithms,
compressed sensing, complex and hypercomplex analysis, regularization and
optimization, machine learning. He authored more than 20 peer-reviewed pa-
pers in international journals and conference proceedings.

Agnese Seminara graduated in physics from the University of Genoa in 2004. In
2007 she obtained her PhD in physics from the Institut non lineaire de Nice un-
der the supervision of Antonio Celani and Andrea Mazzino. In 2008 she joined
the group of Michael Brenner at Harvard University and then of Massimo Ver-
gassola at Institut Pasteur, thanks to a Marie Curie Fellowship. During her post-
doc she worked on the physics of microbial systems, from the biomechanics of
bacterial biofilm growth, to the violent discharge and atmospheric dispersal of
fungal spores. Back to Harvard in 2012 as an instructor of Applied Mathematics,
she started her work on turbulent navigation. In 2013 she obtained an inde-
pendent position at CNRS and integrated the Institut de Physique de Nice. She
is the recipient of the CNRS Bronze Medal and of the L'Oreal Unesco award for
Women in Science. In 2021 she joined the University of Genoa to start her newly
funded ERC Consolidator grant on physics informed algorithms for sensing and
navigating turbulent environments.

Alessandro Verri is full professor at the DIBRIS Department at the University of
Genoa. He received his PhD from the University of Genoa in 1988. He has been
a visiting professor at MIT for several years, then at the Heriot-Watt University
(Edinburgh), at the INRIA - IRISA in Rennes and at Berkeley. He supervised more
than 30 PhD students, and around 100 master students. His research interests
are analytic methods for learning theory, learning algorithms for biomedical
data analysis and image understanding, computational methods for the pro-
cessing of visual information in 2D and 3D. He authored more than 130 peer-
reviewed papers in international journals.

Silvia Villa is associate professor at the Department of Mathematics at the Uni-
versity of Genoa. She received her PhD in Mathematics from the University of
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Florence. She was previously a post-doctoral researcher at the Laboratory for
Computational and Statistical learning and an assistant professor at the De-
partment of Mathematics at Politecnico di Milano. She is in the international
scientific committee of GAR Mathématiques de 'Optimisation et Applications
and in the editorial board of Applied Mathematics and Computation and Journal
of Nonsmooth Analysis and Optimization. Her research interests are in convex
optimization for inverse problems and machine learning. She authored 38 peer-
reviewed papers in international conferences and journals.

Updated in August 2022
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