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Abstract. 
 
The count-min sketch (CMS) is a time and memory efficient randomized data structure that provides 
estimates of tokens’ frequencies in a data stream, i.e. point queries, based on randomly hashed data. 
Learning-augmented CMSs aim at improving the CMS by means of learning models that allow to better 
exploit data properties. We focus on the learning-augmented CMS of Cai, Mitzenmacher and Adams 
(NeurIPS, 2018), which relies on Bayesian nonparametric (BNP) modeling of a data stream via Dirichlet 
process (DP) priors; this is refereed to as the CMS-DP. We present a novel and rigorous approach of the 
CMS-DP, and we show that it allows to consider more general classes of nonparametric priors than the DP 
prior. We apply our approach to develop a novel learning-augmented CMS under power-law data streams, 
which relies on BNP modeling of the stream via Pitman-Yor process (PYP) priors; this is referred to as the 
CMS-PYP.  Applications to synthetic data and real data show that the CMS-PYP outperforms both the CMS 
and CMS-DP in the estimation of low-frequency tokens; this is known to be a critical feature in natural 
language processing, where it is indeed common to encounter power-law data. 
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