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Probing dataset sizes:
Small: ~100 samples

Large: 100,000+ samples

How large should they be, so 
we can reliably replicate 

probing findings?

Config 𝐶!
Task: POS probing
Encoder A: BERT
Probe A: LogReg

Config 𝐶"
Task: POS probing
Encoder B: InferSent
Probe B: LogReg

Propose a method that recommends the size of 
probing dataset for comparing 𝐶! and 𝐶":

By setting 𝑅 #𝑓 − 𝑅 𝑓∗ = |%!&%"|
'

, we can 
solve for the recommended train data size 𝑛,
With more than 𝑛 data samples, the comparison 
results between 𝐶! and 𝐶" won’t be changed by 
excess risks (w/ prob of at least 1 − 𝛿)

Example case study:
While bert outperforms 
bert_corr200, there is not enough 
power until 𝑁()*( = 256 (𝑁(+,-. =
1,024). Our recommended 𝑁(+,-.
have enough statistical powers.


