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DNNs can generalize between many domains
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Why do DNNs generalize?

Many generalization algorithms are based on invariance principles [1]
• The learned representations remain invariant across domains.
• Let the optimal performance match on different domains.

There are usually some trade-off between the two clauses.
• What are the extent of these trade-offs?
• Nowadays, the OOD generalization algorithms are only evaluated by e.g., out-

domain prediction accuracies.
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An interpretability method: probing classifier

• In NLP, the desire to understand the model intrinsics led to many 
interpretability methods.
• Probing classifier is a popular one.

• Probing has revealed many interesting findings about DNNs:
• About linguistic structure. [2]
• About an intrinsic pipeline that does “feature extraction -> semantics”. [3]
• About how DNNs respond to anomalies. [4]
• Many others…
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OOD-Probe

We use probes 𝑓! to predict the 
domain attribute 𝐸 from DNN 
representations.
• OOD-Probe does not affect the 

DNN training.
• Minimal computing overheads.
• Wide applicability to OOD 

generalization algorithms.
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What does probe results entail?

“Is there information about ___ here in this model?” [5]

• Difference choices of performance metrics are relevant to different 
information-theoretic aspects.
• Please refer to the paper for details.

• In this paper, we use accuracy.
• So the probing performance and the generalization performance can be easily 

compared.
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Data, model, and algorithms

• Data: 
• RotatedMNIST, ColoredMNIST, VLCS, PACS

• Model: 
• 5-layer CNN for *MNIST, ResNet-18 for VLCS and PACS.

• Algorithms: 
• 21 OOD generalization algorithms on DomainBed.
• Trained using the default hyperparameters.
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An “increase - decrease” trend
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This trend varies across datasets
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Probing results and DG performances

• Strong correlations between 
DG accuracy and probing 
accuracies on lower layers for 
RotatedMNIST.
• This trend is less visible on 

ColoredMNIST, VLCS, and 
PACS.
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Conclusion

• We propose OOD-Probe, a general method to understand the 
mechanisms of generalization in DNNs.
• OOD-Probe shows some interesting findings, including:
• Middle blocks in ResNet-18 encode domain information the most linearly.
• Bottom layers in CNNs encode these information the most linearly.
• Probing results sometimes correlate to the OOD generalization performances.
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