
Image Processing 

 Image Processing is a method used to perform operations on an image to 

enhance it or to extract useful information from it. It involves various 

techniques and algorithms that process images in a digital format. This can 

include a range of tasks such as improving the visual quality of images, 

detecting patterns, segmenting objects, and transforming images into different 

formats. 

 Image processing can be used for both photos and video frames. The process 

usually involves steps such as inputting the image, processing the image 

through various algorithms, and then outputting the results in a format that is 

usable or can be further analysed. 

Types of Image Processing 

1. Analog Image Processing 

Analog image processing refers to techniques used to process images in their 

analog form, such as photographs, printed pictures, or images captured on 

film. This type of processing involves modifying images through physical or 

chemical means. Before the advent of digital technology, all image processing 

was done using analog methods. These methods are generally less flexible and 

more time-consuming compared to digital techniques, but they have historical 

significance and specific applications. 

2. Digital Image Processing 

An image may be defined as two -dimensional function f (x,y), where x and y 

are spatial coordinates and the amplitude of f at any pair of coordinates (x ,y ) 

is called the intensity or gray- level of image at that point. When x,y and 

intensity value of f are all finite, discrete quantities we call that image as digital 

image. The field of digital image processing refers to processing digital images 

by means of digital computers. 

Digital image is composed of finite number of elements, each of which has a 

particular location and value. These elements are called picture elements or 

pixels. 

 



Image Processing System 

An image processing system uses hardware and software to analyze, 

manipulate, and enhance digital images. Key components include image 

sensors to capture input, dedicated hardware for processing, general-purpose 

computers to run algorithms, image processing software that contains the 

algorithms, mass storage for saving images, hard copy devices for output, and 

display monitors. These systems are used to improve image quality, extract 

valuable information like objects or patterns, and automate tasks in fields such 

as medicine, automation, and security.   

 

 

Components of a Digital Image Processing System 

• Image Sensors: Devices such as digital cameras, scanners, or specialized 

sensors (e.g., in medical equipment) that capture energy reflected or 

transmitted from an object and convert it into a digital format. 

• Image Processing Hardware: Dedicated hardware, like an Arithmetic 

Logic Unit (ALU), or a Graphics Processing Unit (GPU), that is designed 

for high-speed arithmetic and logical operations necessary for image 

manipulation. 
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• Computer: A general-purpose computer, which can range from a 

personal computer to a supercomputer, that manages the overall 

system, runs the software, and performs offline processing tasks. 

• Image Processing Software: A specialized software package that contains 

algorithms and functions for processing image data. These packages can 

range from consumer-level applications like Adobe Photoshop to 

advanced toolboxes like MATLAB or open-source libraries like OpenCV. 

• Mass Storage: Devices for storing large volumes of image data, including 

short-term storage for active processing, online storage for rapid recall, 

and archival storage for infrequent access.  

• Hard Copy Device: Equipment such as printers for creating a physical 

record of the image. 

• Display Monitor: Monitors or other display screens for viewing the 

original image, intermediate processing steps, and the final output. 

• Network: The connectivity that allows the transmission of image data, 

especially for cloud-based processing and communication with remote 

sites 

Applications for Image Processing 
 

1. Medical Imaging 

• MRI and CT Scans: Enhancing the clarity of MRI and CT scans for better 

diagnosis and treatment planning. 

• X-Ray Imaging: Improving the quality and detail of X-ray images to detect 

fractures, tumors, and other anomalies. 

• Ultrasound Imaging: Enhancing ultrasound images for more accurate 

visualization of internal organs and fetal development. 

2. Remote Sensing 

• Satellite Imaging: Analyzing satellite images for applications like land use 

mapping and resource monitoring. 



• Aerial Photography: Using drones and aircraft to capture high-resolution 

images for mapping and surveying. 

• Environmental Monitoring: Monitoring environmental changes and 

natural disasters using image analysis. 

3. Industrial Inspection 

• Quality Control: Automating the inspection process to ensure product 

quality and consistency. 

• Defect Detection: Detecting defects in manufacturing processes to 

maintain high standards. 

• Robotics Vision: Enabling robots to interpret and navigate their 

environment using image processing techniques. 

4. Security and Surveillance 

• Facial Recognition: Identifying individuals by analyzing facial features for 

security purposes. 

• Object Detection: Detecting and identifying objects in surveillance 

footage to enhance security measures. 

• Motion Detection: Monitoring and detecting movement in video feeds 

for security and surveillance. 

5. Automotive Industry 

• Autonomous Vehicles: Processing images from sensors to enable 

autonomous driving. 

• Traffic Sign Recognition: Identifying and interpreting traffic signs to assist 

drivers and autonomous systems. 

• Driver Assistance Systems: Enhancing driver safety with features like lane 

departure warnings and collision avoidance. 

6. Entertainment and Multimedia 

• Photo and Video Editing: Enhancing and manipulating images and videos 

for artistic and practical purposes. 



• Virtual Reality and Augmented Reality: Creating immersive experiences 

by integrating real-world images with virtual elements. 

• Gaming: Enhancing graphics and creating realistic environments in video 

games. 

7. Document Processing 

• OCR (Optical Character Recognition): Converting printed text into digital 

text for easy editing and searching. 

• Barcode and QR Code Scanning: Reading and interpreting barcodes and 

QR codes for quick information retrieval. 

• Document Enhancement and Restoration: Improving the quality of 

scanned documents and restoring old or damaged documents. 

 

Steps of Digital Image Processing 

 

 

1. Image Acquisition  

This is the first step, where an image is captured and converted from a 

physical form into a digital one. 



• Sensing: A sensor (e.g., in a digital camera or scanner) captures the light 

or energy reflected or transmitted by an object. 

• Digitization: The captured data, which is an analog signal, is converted 

into a digital image. This involves two sub-steps: 

Sampling: Discretizing the spatial coordinates (x and y) of the 

image. 

Quantization: Discretizing the amplitude (intensity) values of the 

image. 

 

2. Image Enhancement  

• This step manipulates the image to make it more suitable for a specific 

application by improving its visual appearance, such as by sharpening 

details or brightening the image. It focuses on highlighting certain 

features that might be obscured.  

3. Image Restoration  

• Unlike enhancement, restoration is an objective process that aims to 

reverse or "undo" the degradation an image has suffered from known 

causes, such as motion blur or noise. 

Degradation modeling: The process begins by creating a mathematical 

or probabilistic model of the image degradation. 

• Filtering: Using techniques like inverse filtering or Wiener filtering to 

reconstruct the original image from the degraded version. 

 

4. Color Image Processing  

This step handles the processing of colored images, which is essential for 

applications where color information is important for analysis or 

interpretation.  

• Color modeling: Handling different color models, such as RGB, CMY, and 

HSI. 
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• Pseudo-color processing: Assigning colors to a grayscale image based on 

intensity level. 

5. Wavelets and Multi-Resolution Processing  

Wavelets are used to represent an image in different degrees of resolution. This 

allows for the analysis of an image at different scales and is foundational for 

data compression. 

6. Image Compression  

This technique reduces the file size of an image to save storage space or reduce 

the bandwidth required for transmission.  

• Lossless compression: Compresses the image without any loss of data, 

ideal for medical imaging. 

• Lossy compression: Reduces file size by permanently removing less 

critical information, such as in JPEG images. 

7. Morphological Processing  

This involves extracting image components that are useful in representing the 

shape and structure of objects. 

1. Dilation and Erosion 

Dilation and erosion are basic morphological operations used to process binary 

images. Dilation adds pixels to the boundaries of objects, making them larger, 

while erosion removes pixels from the boundaries, making objects smaller. 

2. Opening and Closing 

Opening and closing are compound operations used to remove noise and 

smooth images. Opening involves erosion followed by dilation, which removes 

small objects and smooths contours. Closing involves dilation followed by 

erosion, which fills small holes and gaps. 

8. Image Segmentation  

This process partitions an image into its constituent parts or objects. It is a 

critical step for isolating specific areas of interest for further analysis.  
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• Boundary-based: Focuses on identifying edges and contours. 

• Region-based: Groups pixels with similar properties, such as color or 

texture. 

9. Representation and Description  

After segmentation, the raw pixel data is converted into a form suitable for 

computer processing.  

• Representation: Deciding whether to represent a region by its boundary 

or as a complete region. 

• Description: Extracting attributes from the image, such as shape or 

texture, to differentiate one class of objects from another. 

10. Object Recognition  

This final step is a higher-level task that assigns a label (e.g., "car," "person") to 

an object based on its descriptors. This is where the computer begins to 

"understand" the image content.  

 

Basic Image File Formats 

Common image file formats include JPEG, PNG, GIF, SVG, WebP, and TIFF, each 

with different strengths for web use, print, and specific graphic types. JPEGs are 

ideal for photos due to their lossy compression, while PNGs are best for web 

graphics needing transparency. GIFs support animation and transparency but 

are limited in color. SVGs are vector-based for scalable graphics, and WebP and 

AVIF are modern formats offering high efficiency. TIFFs are high-quality, 

uncompressed formats excellent for professional printing.   

JPEG (JPG)  

• Description:  

A "lossy" format that compresses image data, reducing file size but also image quality. 

• Best for:  

Photographs, digital artwork, and most online images where file size is a concern. 

 



PNG 

• Description: A "lossless" format that supports millions of colors and 

transparency, making it great for clear-background graphics.  

• Best for: Web graphics, illustrations, icons, and images requiring 

transparency.  

GIF 

• Description: A lightweight, "lossless" format that supports transparency 

and can create animated images.  

• Best for: Simple animations, small website graphics, and logos.  

SVG 

• Description: A vector-based format that scales to any size without losing 

quality.  

• Best for: Logos, icons, and interactive graphics on websites where 

sharpness at different resolutions is needed.  

WebP 

• Description:  

A modern, efficient format developed by Google that offers both lossy and lossless 
compression and supports transparency.  

• Best for:  

Web images, providing smaller file sizes and faster loading times compared to older 
formats.  

TIFF 

• Description:  

A high-quality, "lossless" or uncompressed format ideal for high-resolution 

images.  

• Best for:  

Professional printing and archival purposes where maximum quality is 

required.  



Image Formation  

Image formation in image processing is the conversion of a 3D real-world scene 

into a 2D digital image by projecting the scene's light onto a sensor. This 

process involves both geometric factors, which determine the spatial location 

of points from the scene in the image, and photometric factors, which capture 

the light intensity, color, and surface properties of the scene. 

Optics like lenses focus light, while the sensor captures this focused light and 

converts it into a digital format through sampling and quantization.  

In image processing, geometric models describe the spatial arrangement and 

relationships of objects, while photometric models account for the way light 

interacts with surfaces and how it affects pixel intensity and color.  

Geometric models deal with transformations like translation and rotation to 

relate 3D objects to their 2D image projections, whereas photometric models 

analyze factors such as light source direction, intensity, surface properties 

(reflectance), and camera sensor characteristics to understand the brightness 

and color of an image.  

Geometric Models 

• Focus:  

The shape, position, and orientation of objects and scenes in 3D space, and 

how these are projected onto a 2D image plane.  

• Key Concepts: 

• Transformations: Operations such as translation (moving), rotation 

(turning), scaling (resizing), and projection (mapping 3D to 2D).  

• Projections: How a 3D scene is mapped to a 2D image using 

parallel or perspective projection.  

• Spatial Relationships: The arrangement of points, lines, and 

surfaces within the scene.  

•  

•  



• Applications:  

3D reconstruction, object recognition from different viewpoints, camera pose 

estimation, and geometric alignment.  

Camera Pinhole Model 

The camera pinhole model forms an image by using a tiny aperture (pinhole) to 

project light rays from an object in straight lines onto an opposite screen, 

creating a real, inverted, and typically diminished image. This demonstrates the 

fundamental camera obscura effect, where a light-tight box with a small hole 

allows light to pass through and form an upside-down picture on the internal 

image plane. The image's size can be adjusted by changing the distance 

between the pinhole and the screen.  
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Photometric Models 

• Focus:  

How light interacts with surfaces and cameras to produce the observed image 

colors and intensities.  

• Key Concepts: 

• Light Sources: The strength, direction, and color of light emitted 

from sources.  

• Surface Properties: The material and surface geometry, including 

its color and reflectance (how it reflects light), which can be 

modeled using functions like the Bidirectional Reflectance 

Distribution Function (BRDF).  

• Image Formation: The process of light reflecting off a surface, 

passing through the camera's optics, and being captured by a 

sensor.  

• Sensor Properties: The characteristics of the camera's detector 

(like CCD or CMOS).  

• Applications:  

Understanding illumination changes, recognizing objects under varying lighting, 

and reconstructing scene details based on surface relief and lighting.  

 

 

 

 



Relationship between Pixels 

Neighbours of a Pixel: 

In image processing, a neighborhood matrix, also known as a kernel or filter, 

is a small matrix of values that slides over an image to apply operations, like 

blurring or sharpening, to local groups of pixels.  

This neighbourhood, or "window," consists of a central pixel and its adjacent 

pixels. Common neighbourhood types are 4-neighbours (vertical and 

horizontal) and 8-neighbours (including diagonal pixels).  

Types of Neighbours 

• 4-Neighbours (N4):  

For a central pixel at (x, y), the 4-neighbours are the pixels at (x+1, y), (x-1, y), 

(x, y+1), and (x, y-1). These are the pixels directly above, below, left, and right 

of the central pixel.  

 

• 8-Neighbours (N8):  

This set includes all 4-neighbours plus the four diagonal neighbours at (x+1, 

y+1), (x-1, y-1), (x+1, y-1), and (x-1, y+1).  

 

• Larger Neighbourhoods:  

For certain algorithms, a larger neighborhood, such as a 3x3, 5x5, or even 

larger matrix, can be used to incorporate more surrounding pixels into the 

processing.  

Adjacency between pixels 

Let V be the set of intensity values used to define adjacency. 

In a binary image, V ={1} if we are referring to adjacency of pixels with value 1. 

In a gray-scale image, the idea is the same, but set V typically contains more 

elements. 



For example, in the adjacency of pixels with a range of possible intensity values 

0 to 255, set V could be any subset of these 256 values. 

We consider three types of adjacency: 

a) 4-adjacency: Two pixels p and q with values from V are 4-adjacent if q is in 

the set N4(p). 

b) 8-adjacency: Two pixels p and q with values from V are 8-adjacent if q is in 

the set N8(p). 

c) m-adjacency(mixed adjacency): Two pixels p and q with values from V are 

m-adjacent if 

1. q is in N4(p), or 

2. q is in ND(p) and the set N4(p)∩N4(q) has no pixels whose values are 

from V. 

 

Connectivity between pixels 

It is an important concept in digital image processing. 

It is used for establishing boundaries of objects and components of regions in 

an image. 

Two pixels are said to be connected: 

• if they are adjacent in some sense(neighbour pixels,4/8/m-adjacency) 

• if their gray levels satisfy a specified criterion of similarity(equal intensity 

level) 

There are three types of connectivity on the basis of adjacency. They are: 

a) 4-connectivity: Two or more pixels are said to be 4-connected if they are 4-

adjacent with each others. 

b) 8-connectivity: Two or more pixels are said to be 8-connected if they are 8-

adjacent with each others. 

c) m-connectivity: Two or more pixels are said to be m-connected if they are m-

adjacent with each others. 



 

 

Sampling and Quantization 

 

Digitization converts a continuous analog signal (like an image) into a discrete 

digital representation through sampling and quantization. Sampling discretizes 

the coordinate values (e.g., position on an image), creating a set of data points, 

while quantization discretizes the amplitude values (e.g., brightness or color 

intensity) by assigning each sample a defined, rounded-off integer 

value. Together, these two processes create a digital image composed of pixels 

with specific, limited coordinate and intensity values.   

Sampling 

• What it is:  

Digitizing the coordinate values of a continuous signal.  

• How it works:  

An analog signal is divided into a series of discrete, equal-sized intervals.  

• Effect:  

It defines the spatial resolution of the digital image, determining how much 

spatial detail is captured.  

• Outcome:  

The continuous spatial variation is converted into a series of discrete sample 

points over time or space.  



Quantization 

• What it is:  

Digitizing the amplitude (intensity) values of a continuous signal.  

• How it works:  

Each sampled amplitude value is rounded to the nearest value in a predefined 

set of possible amplitude levels (e.g., 256 gray levels for a grayscale image).  

• Effect:  

It defines the color or intensity resolution, determining the number of distinct 

colors or shades an image can have.  

• Outcome:  

The continuous range of amplitude values is reduced to a finite, stepped series 

of possible values.  
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