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What is Importance?
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Motivation & Objective

• How can we quantify importance and interpret related measures?

Dimensions of Reasoning

• Prediction vs. Causation

• Theory vs. Data

• Probabilistic vs. Deterministic

• Bayesian networks as a reasoning framework

Today’s Agenda
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Importance in Predictive Modeling

• Total Effects

• Information Theory

• Entropy & Mutual Information

• Arc Force, Node Force

• Bayes Factor

• Tornado Chart

Importance in Causal Modeling

• Direct Effects

• Contributions & Synergy

• Elasticity

Today’s Agenda (cont’d)
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Slides, networks, and video will be available

BayesiaLab.com

All webinar materials will be available here:
https://www.bayesia.com/2019-08-28-what-is-importance
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Research Questions

• What is importance?

• Are there different types of importance?

• How can we quantify importance?

• How can we interpret importance?

• How can importance help us decide what to do?

Today’s AgendaConsequence Effect Influence Priority
Influence Usefulness Value Force Significance
Weight Relevance Impact Leverage Strength
Contribution Potency Efficacy Efficiency
Power Capacity Magnitude Potential Gain
Effectiveness Change Support Response
Causation Connection Determinant Motive
Impulse Coefficient Parameter Propensity Bias
Tendency Inclination Proneness Driver Factor

Importance
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Comparison

Expectation vs. Reality



9BayesiaLab.com

Reasoning

Reasoning

Reasoning
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Reasoning
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Dimensions

Reasoning
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Dimensions

Reasoning
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Dimensions

Reasoning
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Dimensions

Reasoning
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Bayesian Networks as Reasoning Framework
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Bayesian Networks as Reasoning Framework

BayesiaLab.com
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Bayesian Networks as Reasoning Framework

BayesiaLab.com
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A desktop software for:

• encoding

• learning

• editing

• performing inference

• analyzing

• simulating

• optimizing

with Bayesian networks.
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Teaching Edition

Academic Edition

BayesiaLab 
Professional

BayesiaLab
WebSimulator

Bayesia Expert 
Knowledge Elicitation 

Environment
(BEKEE)

Bayesia Engine API 
for Network Learning

Bayesia Engine API 
for Modeling and 

Inference

Code Export ModuleBayesia Market 
Simulator

Web
Application

Desktop
Software

API

BayesiaLab.com
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Dimensions

Reasoning
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Dimensions

Reasoning



22BayesiaLab.com

Dimensions

Reasoning
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Dimensions

Reasoning
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Given that I see

Prediction

𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 = 𝐿𝑜𝑤 (Marginal Probability of Rain)𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 𝒔𝒆𝒆 𝑈𝑚𝑏𝑟𝑒𝑙𝑙𝑎 = 𝑇𝑟𝑢𝑒 = 𝐻𝑖𝑔ℎ𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 = 𝐿𝑜𝑤 (Marginal Probability of Rain)𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 𝒔𝒆𝒆 𝑈𝑚𝑏𝑟𝑒𝑙𝑙𝑎 = 𝑇𝑟𝑢𝑒 = 𝐻𝑖𝑔ℎ
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Given that I see

Prediction

𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 𝒔𝒆𝒆 𝑈𝑚𝑏𝑟𝑒𝑙𝑙𝑎 = 𝑇𝑟𝑢𝑒 = 𝐻𝑖𝑔ℎ𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 = 𝐿𝑜𝑤 (Marginal Probability of Rain)𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 𝒔𝒆𝒆 𝑈𝑚𝑏𝑟𝑒𝑙𝑙𝑎 = 𝑇𝑟𝑢𝑒 = 𝐻𝑖𝑔ℎ𝑃 𝑅𝑎𝑖𝑛 = 𝑇𝑟𝑢𝑒 𝒅𝒐 𝑈𝑚𝑏𝑟𝑒𝑙𝑙𝑎 = 𝑇𝑟𝑢𝑒 = 𝐿𝑜𝑤
Using a predictive 
model for a causal 
question is wrong.
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Reasoning
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Importance in Predictive Modeling

• Total Effects

• Entropy & Mutual Information

• Arc Force, Node Force

• Bayes Factor

• Tornado Chart

Note

• We are not discussing how to build or learn Bayesian network models today.

• We simply use existing models to quantify the importance of variables and their relationships.

• All of today’s examples were properly introduced in other seminars, and we will provide links to 
those materials.

Predictive Modeling
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Total Effect

• “Given that I observe a change of one unit in variable x, how much change would I 
observe in variable y?”

Predictive Modeling

Compare to “parameter estimates” or “coefficients” in a regression:
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Example: Diagnosing Coronary Artery Disease

Predictive Modeling

BayesiaLab.com
See Webinar on Diagnostic Decision Support with Bayesian Networks:
https://www.bayesia.com/webinar-diagnostic-decision-support-with-bayesian-networks
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Erythrocyte Sedimentation Rate 
(mm/h)

Target Node: Condition
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Example: Diagnosing Coronary Artery Disease

• Target Variable: Condition (abbreviated “Cond.” or “C”)

• One of 18 Predictors: Erythrocyte Sedimentation Rate (abbr. “ESR” or “E”)

Predictive Modeling
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Erythrocyte 
Sedimentation Rate 
(ESR) Measurement

• An erythrocyte sedimentation 
rate (ESR) is a type of blood 
test that measures how 
quickly erythrocytes (red 
blood cells) settle at the 
bottom of a test tube that 
contains a blood sample. 

• Normally, red blood cells 
settle relatively slowly. A 
faster-than-normal rate may 
indicate inflammation in the 
body.
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Total Effect = 
“Unit Effect”
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v

Given that we observe 
“+1”…

…we expect to see 
“+0.8%”

Simulating the Unit Effect
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Mean Value of Erythrocyte 

Sedimentation

Derivative at Mean → Unit Effect
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Curve appears 
linear here…

…but not across 
the entire range.

Mean Value of Erythrocyte 
Sedimentation

A “slope” cannot adequately 
characterize this curve. Not LinearNot LinearNot Linear
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Linearity?
Continuous Variables?
Order of States?

Linearity?
Continuous Variables?
Order of States?

Linearity?
Continuous Variables?
Order of States?
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Condition:
Coronary Artery Disease

Condition:
Normal

Marginal Probability:
P(Condition=CAD)=71.38%
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Why “Total” Effects?

• In a Bayesian network, inference is 
performed in all directions, regardless of 
the arc direction.

Total Effects
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Observation Set for 
Erythrocyte Sedimentation

The Age Distribution Changes
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So far: 

• We inferred the expected change in the mean value of a target variable 
given that we observed a change in a predictor variable.

Next:

• Can we say anything about the uncertainty of one variable given another 
variable?

Predictive Modeling
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“Information is the 

resolution of uncertainty.”

Claude Shannon, 1948

Information Theory

Claude Shannon (1916-2001)
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Entropy, a Measure of “Uncertainty” 

Information Theory

BayesiaLab.com

Marginal Entropy Maximum Entropy Minimum Entropy

H(X) =- p(x)# log2p(x)
xdX

/
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Conditional Entropy

Information Theory

BayesiaLab.com

H(Condition | Erythrocyte Sedimentation)=0.815
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Mutual Information

Information Theory

BayesiaLab.com

Marginal Entropy Conditional EntropyMutual Information

I(Condition, ESR)=H(Condition)-H(Condition|ESR)

This is the amount of information 
Condition and ESR have in common.

Mutual Information is a 
symmetrical metric.

0.0494 0.864 0.815
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Predictive Modeling

BayesiaLab.com

Mutual Information

Im
po

rt
an

ce
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Mutual Information

Predictive Modeling

Each node’s size is proportional 
to node’s Mutual Information 
with the Target Node.



55BayesiaLab.com



56BayesiaLab.com



57BayesiaLab.com

Mutual Information

Condition

𝐼 𝐶, 𝐸 = 𝐻 𝐶 𝐻 𝐶 𝐸= 𝐻 𝐸 𝐻(𝐸|𝐶)Absolute Amount of Mutual Information𝐼 𝐶, 𝐸 = 𝐻 𝐶 𝐻 𝐶 𝐸= 𝐻 𝐸 𝐻(𝐸|𝐶)

Erythrocyte 
Sedimentation 

Rate

𝐼 (𝐶, 𝐸) = 𝐼(𝐶, 𝐸)𝑙𝑜𝑔  (𝑆 )
Normalized Mutual 

Information 𝐼 (𝐶, 𝐸) = 𝐼(𝐶, 𝐸)𝑙𝑜𝑔  (𝑆 )
Normalized Mutual 

Information 𝐼 (𝐶, 𝐸) = 𝐼(𝐶, 𝐸)𝑙𝑜𝑔  (𝑆 )
Denominator: Maximum 

Entropy Given the Number 
of States of Node C
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Mutual Information

Condition

𝐼 (𝐶, 𝐸) = 2 𝐼(𝐶𝑙𝑜𝑔 𝑆 𝑙𝑜𝑔  (𝑆 )
Symmetric Normalized Mutual 

Information𝐼 (𝐶, 𝐸) = 2 𝐼(𝐶, 𝐸)𝑙𝑜𝑔 𝑆 𝑙𝑜𝑔  (𝑆 )

Erythrocyte 
Sedimentation 

Rate

𝐼(Relative Mutual Information 𝐼 (𝐶, 𝐸) = 𝐼(𝐶, 𝐸)𝐻(𝐶)
Denominator: Entropy of C

𝐼(Relative Mutual Information 𝐼 (𝐸, 𝐶) = 𝐼(𝐶, 𝐸)𝐻(𝐸)
Denominator: Entropy of E
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Mutual Information

Condition Erythrocyte 
Sedimentation 

Rate

𝐼 (𝐶, 𝐸) = 𝐼(𝐻(𝐶) 𝐻Symmetric Normalized Mutual Information𝐼 (𝐶, 𝐸) = 𝐼(𝐶, 𝐸)𝐻(𝐶) 𝐻(𝐸)
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Importance of Information

• With Mutual Information, we have captured the average amount of information 
shared between two variables.

• However, the case-specific relevance very much depends on the state of the 
actual observation.

• The Bayes Factor can quantify how observations are consistent with a hypothesis 
or other pieces of evidence observed so far.

Predictive Modeling
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Bayes Factor>1:
Supporting Evidence

Bayes Factor<1:
Contradicting Evidence
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Bayes Factor: Measuring the Agreement of Pieces of Evidence

Predictive Modeling

You have high blood pressure…

Age: 70

You have high blood pressure…

Age: 19

BF>1BF>1 BF<1BF<1
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• New Target Analysis Report to be 
revealed as part of the BayesiaLab 9 
launch on October 10 at the 7th

Annual BayesiaLab Conference.

Predictive Modeling
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• So far, all our measure everything were mostly about “importance” with respect to 
one variable.

• However, predictive models are not limited to merely predicting a single target 
variable.

• Through BayesiaLab’s Unsupervised Learning, we can learn models that 
simultaneously predict all variables in a domain.

• The learning process itself is out of scope for today. However, we want to 
understand how to evaluate the importance of variables and relationships in such 
a network.

Predictive Modeling
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Unsupervised Learning

• 1,147 Exchange-Traded Funds

• Timeframe: 2014–2018

• Daily Flow grouped by 50 
investment themes

• 1,000 daily observations

Predictive Models
• Alpha-Seeking
• Basic Materials
• Broad Equity
• Consumer Discretionary
• Energy
• Financials
• High Dividend Yield
• Industrials
• Mid Cap
• Natural Resources
• Preferred Stock
• Technology
• Agency MBS
• Asset-backed
• Broad Agriculture
• Broad Commodities
• Broad Debt
• Broad Energy
• Broad Industrials
• Broad Market
• Broad Municipals
• Broad Sovereign
• Build America Bonds
• Buywrite
• Consumer Staples

• Crude Oil
• Developed Markets
• Emerging Markets
• Global Macro
• Gold
• Health Care
• High Yield
• Inflation-Protected
• Investment Grade
• Large Cap
• Loans
• Long/Short
• Micro Cap
• Natural Gas
• Real Estate
• Small Cap
• TIPS
• Target Outcome
• Target Risk
• Telecommunications
• Theme
• Treasury
• Utilities
• Volatility
• Broad Precious Metals

See Webinar on Analyzing Capital Flows of Exchange-Traded Funds:
https://www.bayesia.com/2018-04-13-analyzing-capital-flows
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Unsupervised Learning → No Target Node
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What relationships 
are important in 

this network?
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Arc Force = Kullback-Leibler Divergence:
“the amount of information lost by 
removing the arc under study”
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Arc Force: 
Kullback-Leibler Divergence

Relative weight of link compared 
to the sum of all Arc Forces in 

the network
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Filter display by setting Arc 
Force threshold.

“Strongest Arc” in the network
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∝ ΣNode Size ∝ Node Force 
Node Force = Σ Arc Forces at Node

∝ Line Thickness ∝ Arc Force = KL-Divergence
2D
Mapping
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∝ ΣNode Size ∝ Node Force 
Node Force = Σ Arc Forces at Node∝ Line Thickness ∝ Arc Force = KL-Divergence

3D Mapping
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Prediction
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Causation
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Spring Stiffness = Modulus of Spring Steel Wire Diameter8 Number of Active Coils Mean Coil Diameter

Experiments
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Experiments
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NO EXPERIMENTS
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Causation
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Example: Cannibalization/Substitution Between Vehicles in Portfolio

Causation

A B C D

See Webinar on Quantifying Product Cannibalization:
https://www.bayesia.com/2018-03-23-quantifying-product-cannibalization

Theoretical assumption:
potential substitution between 

all models in SUV portfolio.
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Data for Estimation of Bayesian Network Model

Causation
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Causation



83BayesiaLab.com



84BayesiaLab.com



85BayesiaLab.com

Causation

Target Node: A

What is the causal 
effect of B, C, and D 
(each individually) on 

the Target Node A
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Direct Effects Analysis

• Report

• Visual

Causation
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Direct Effect 
of B on A

The Direct Effects calculation 
automatically fixes the 

distributions of Confounders
(Likelihood Matching)

For illustration only — Likelihood Matching happens in the background.
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Target Node: A

“Causal Unit Effect”

e = ∆∆Elasticity: e = ∆∆
Contribution: Share of Sum of 
Standardized Direct Effects

Pearson 
Correlation

Pearson 
Correlation ≠≠
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`̀
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Target Node: C
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Not LinearNot LinearNot Linear
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Why “Direct” Effects?

• Wouldn’t Total Effects be a reasonable 
proxy for Direct Effects in most cases?

Total Effects
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Total vs. Direct Effects
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Direct Effects (Causal) Total Effects (Non-Causal)

Only for ReferenceOnly for ReferenceOnly for Reference
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Target Node: D
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See Webinar on Contribution Analysis:
https://www.bayesia.com/2019-06-26-webinar-contribution-analysis
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Importance in Predictive Modeling

• Total Effects

• Information Theory

• Entropy & Mutual Information

• Arc Force, Node Force

• Bayes Factor

• Tornado Chart

Importance in Causal Modeling

• Direct Effects

• Contributions & Synergy

• Elasticity

Summary

What part of “it’s important” 
don’t you understand?
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Thank You!
stefan.conrady@bayesia.us

linkedin.com/in/stefanconrady facebook.com/bayesia

BayesianNetwork




