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Prevalence of Bayesian Applications

Bayesian Analysis to Delight Consumers at P&G

“...\We have posed a ... basic question about
consumer behavior, and the answer to this question
is best captured by a multi-level, dichotomous,
logistic regression model ... using Bayesian inference
by Markov Chain Monte Carlo simulation,....”

Thompson, Michael L., et al, P&G Core Technologies J., 2000

How Color Affects Decision
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Whence Bayesian Analysis?

Probability Theo

Logic

(Reasoning) Information

Bayesian Theory
Analysis

In short,
Bayesian Analysis is more than just
adopting priors to model data.
Decision - It’s reasoning about the world to
Theory Statistics learn and to drive decisions, i.e.,
Bayesian Sense-Making!



Model Structure: Sources of Information

Models are built by casting the information we have into mathematical functions.

V=_mr? * Knowledge representation
 Domain knowledge (e.g., physical laws, theories of behavior, etc.)

y() =6, +6:x | ® [Mlathematical approximation

e Simplifications and canonical functional forms (e.g., linear
relationships, response surfaces, etc.)

M
y(x) = ijf(xi ® | ® Data considerations
j=1

* Flexible combinations of basis functions that grow with the data
(e.g., nonparametric density estimation, multivariate analyses, etc.)



Model Structure Information Content Diagram
A ternary mixture diagram of information sources that dictate model structure
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Common Modeling Paradigms
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/4

' First
Principles
[
|
Parametric I J\EXxact
S 1 >
\\ 1
S 1
~ I Case-Based
So 1 PR .
Sl L” Reasoning
\’,
-’ I\
[
[
[
[
[

\\\\ Deep
S~ Learning
NN

Rando . Nonparametric
Clustering >
Forest

D M
Empirical y(x) = w;f(x; 9)
JZ ;

10

Linear

Approximate
Regression

y(x) =6y + 01x M




Decision Simple
Causal

Parametric AExact
~ >

Case-Based
Reasoning

\

AW/
(I ¥ ———
I\

\
/

Deep

Learning
NN

: Approximate Linear : i
Model Simple PP Regression RFaOI:ZIS Clustering )iQ0parametric

M ' D

Empirical

Data Simple

11



Motivation for Bayesian Analysis
Fusion of Data Complex, Model Complex, Decision Complex

“Simple” “Complex”

* Data * Data
* Single source * Multiple sources
* Single variable types/distribution families * Multiple variable types/distribution families
* Tabular & Ample * Ragged & Sparse
* Non-missing *  Missing
* Regular, exchangeable * Multigranular aggregation
* Model * Model
* Observations linked to observations (Modeling the Data) * Latent spaces (Modeling the Domain)
* Empirical structure * Causal structure
* Acausal * Mechanisms
* Single hypothesis * Mixture phenomena/Multi-Hypothesis
* Component-level estimation; Low-level integration * System-level integration
* Decision o _ Deterministic, * Decision _ _ Probabilistic,
* Deterministic assumptions . . * Reasoning under uncertainty (UQ) )
* Modal/point estimate solutions Predictions * Risk analysis Epranatlons

* Predictive inference (What will happen?) * Explanatory inference (Why did it happen?)
* Single objective, Static * Multi-Objective, Dynamic updating 12



Hybrid Models

Combine Components to Make Sense in the Face of Real-World Complexity

Decision Simple
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Bayesian Analysis Formalizes Sense-Making

Decision Simple

Bayesian Analysis applies
Probabilistic information fusion --
Declarative:

-------- . Data Complex
Model Complex
Decision Complex

This implies 2 approaches to Bayesian Sense-Making:

A. Decompose & simplify, then fuse pieces back together
probabilistically (e.g. meta-analysis) in a formal
decision analysis and inference framework.

B. Represent decision problem complexity entirely within
the formal probabilistic, decision analytic, and Bayesian
inference framework.

) Deey
el Learning

Model Simple  QUSUQNIME PCA, PLS

Nonparametric

Data Simple

Regression Clustering

Empirical
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Bayesian Analysis

Represent ALL Information
Probabilistically:
Probabilistic Graphical Models

(PGM)
BBN = Bayesian Belief Networks
MDP = Markov Decision Processes
POMDP = Partially Observable MDP
NP = Nonparametrics
NN = Neural Networks
Approximate il
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Use Case: Background

A daughter picks which




Bayesian Sense-Making: Key Concepts

. Domain-Relevant Model Structure

* Generative Probabilistic Graphical Models (PGM)
* Latent Spaces, Mixture & Multi-Level Models Causal Structural Models

Il. Information Theoretic Principles

* Informative but Least Committal Probability Distributions
* Probability-Based Metrics for Association, Goodness, and Discrepancy

lll. Bayesian Inference within Probabilistic Programming Languages

* Model-Based Machine Learning
* Declarative Probabilistic Programs

IV. Explanatory and Causal Inference

* Most Relevant Explanations
* Simulation & Implications of Interventions &Counterfactuals

V. Risk Analysis and Decision Analysis

* Uncertainty Quantification (UQ) & Optimization — Maximum Expected Utility
* Value of Information

VI. Optimal Learning

e Sequential & Adaptive Design of Experiments: Optimal Exploration & Exploitation



|. Domain-Relevant Structure

Generative Probabilistic Graphical Models (PGM)

* Declarative specification of data generation process
* Exploit Conditional Independence Stimuli/
* Probabilistic Programming Languages Context
* Model-Based Machine Learning

* Expl

/ P(Responses | LatentSpace, S timum

Observed
Responses

\ 4

P(8,)

m

icitly represent Latent Spaces

[ * Model the System, NOT the Data] @

19

\ P(LatentSpace|Stimuli, 8) N/

The Latent Space is the link that fuses together observations from many different contexts.

P(Responses, LatentSpace, 0|Stimuli)

N
= P(0O) 1—[ P(Responses | LatentSpace, Stimuli, ®) P(LatentSpace|Stimuli, ©)

[9 [lcontexts P(Responses = D|LatentSpace = Z, Stimuli) [1; P(LatentSpace = Zijar(Zj),Stimuli)]

Measurement Models over multiple Contexts Causal Structural Model



Knowledge Elicitation
Capturing and representing domain knowledge

BEKEE, Bayesia Expert Knowledge Elicitation Environment

Seminar: Knowledge Elicitation & Reasoning with Bayesian Networks (video)

JA

t

P R P

Source: Bayesia S.A.S
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http://www.bayesia.com/seminar-knowledge-elicitation-reasoning-under-uncertainty
http://www.bayesia.com/bekee

. Information Theoretic Concepts
Basis for prior distributions & discrepancy/association metrics

* Basics * Distribution Derivations
* Surprisal, S(X) = log(1/P(x)) « MaxEnt: Given moments, quantiles, and/or bounds,
* Entropy, H(X) = Z,P(X)S(x) derive the probability distribution that satisfies

* Information, I(X]y) = H(x)-H(X|y) these constraints while admitting no other
information.

“My greatest concern was what to call it. _ Fitness FunCtion MetriCS

g 3 i
I thought of calling it ‘information,’ but the | % i _ ,,
word was overly used, so | decided to call it : 0 ¥ ° MDL(p(x,D,@))): Measure of information content of
'uncertainty.' When | discussed it with John von ST
Neumann, he had a better idea. Von Neumann d prObabIIIStIC mOdel p(X’ D’®)
told me, 'You should call it entropy, for two * KLD(p||q): Measure of discrepancy between a
reasons. In thefirst pI.ac_e your uncertaintyfunction prOba b|||ty diStribUtion p and a reference
has been used in statistical mechanics under that d . b .
name, so it already has a name. In the second Istribution qg.
place, and more important, no one really . . .
knows what entropy really is, so in a debate — ASSOCIatlon Metrlcs
you ""“'Ca:"""'z’s :a‘:hthe Rl  I(X,Y): Mutual Information is the KLD of the true
aude E. Shannon, . Y . . .
sent e American, 1931 va25, p150 joint probability distribution P(X,Y) from the joint
under independence P(X)P(Y)

Copyright MFO, Creative Commons License



https://opc.mfo.de/detail?photo_id=3807
https://creativecommons.org/licenses/by-sa/2.0/de/deed.en

I1l. Bayesian Inference in Probabilistic Programming Languages
Declarative Probabilistic Specification Distinct from Inference Algorithms

bcr'ltr"},-'r" daw ~ norma

1Nt NCountry; il
bSrcraw ~ normal{0,1);

int wlN,Kmax];
row_vector[

int country[M];
int source[N];

41 » model +
° . >+ data { 42 vector [M] p'!ﬂzt'itut'i on;
Model-Based Machine Learning 13 vector[u] vi;
E.g., Microsoft's C. Bishop (207 By R
Env'ronment. _ mt macnure:e; ‘:_ etaraw ~ normal{0 H

Bayesialab by Bayesia: solely
Bayesian Belief Networks & Influence Diagrams

Probabilistic Programming Languages:
(see https://github.com/topics/bayesian-inference )

Stan (esp. R), PyMC3 (Python)
Google: TensorFlow Probability;

Uber Al: Pyro R
Microsoft: Infer.NET " ve v] eta; _ i w[i,r] ~ categorical(pinstitution);

vector [NCountr
vector [Nsourc 1-':| b“
vector [M] strength

for ( i in 1:N ) {

vector [D] mud; 53 vi = exp( strength + Smag * bsrc[source[i]] J);
_ cov_matrix[p] sign 54 for ( r in 1:k[i] ) {
I 55 for ( J in 1:m ) {

pinstitution[j] =

p-lr ameters {
or [D] beta;
\.mtcur [M] etaraw;

for ( rj in r:k[i] ) {
~ pinstitution[w[i,rj1] = vi[w[i,rjll;

Stan

pinstitution = pinstitution / sum(pinstitution);

* Natively encode probability distributions
e Syntax for conditioning upon evidence

. . . . 34 eta = (etaraw etamean) /etastdv;
* Make available a variety of inference algorithms for any  EEEEE G S
model: e.g. Hamiltonian Monte Carlo-No-U-Turn 37 for (G in 1:M) { '

_ strength[j] = smag * ( etal[j] + x[j] * beta + bcntry[country[j1] J;

Sampling (HMC-NUTS); Automatic Differentiation o B
22 Variational Inference (ADVI); and robust Optimizers Source: “Bayesian Plackett-Luce Rankings Model”, M.L.Thompson, Kaggle.com kernel, 2016, Apache 2.0 license



https://www.microsoft.com/en-us/research/wp-content/uploads/2016/05/Bishop-MBML-2012.pdf
https://github.com/topics/bayesian-inference
https://www.kaggle.com/apollostar/bayesian-plackett-luce-rankings-model
http://www.apache.org/licenses/LICENSE-2.0

IV. Explanatory and Causal Inference
Deriving Insights & Reliable Policies by Explaining Why

e Most Relevant . GBF(H' E) _ P(Evidence=E|Hypothesis=H)
(Representative) ’ P(Evidence=E|Hypothesis#H)
Explanations: __ Odds(Hypothesis=H|Evidence=E)
Generalized Bayes Factor, — Odds(Hypothesis=H)
GBF(H;E) P(E|=H)

» Which hypothesis, H, best * Weight of Evidence, WE (H; E) — lOg

explains given evidence, E? P(E|#H)

e Implications of where

Interventions and Decision Odds(X = x) =
Policies: Causal inference

P(X=x) _ P(X=x)
P(X=x) 1-P(X=x)

Yuan, C,, et al., Most relevant explanations in Bayesian networks, J. Al Research, 2011
Good, 1.J., Weight of Evidence: A Brief Survey, Bayesian Statistics 2, 1985



http://www.aaai.org/Papers/JAIR/Vol42/JAIR4209.pdf
https://www.cs.tufts.edu/~nr/cs257/archive/jack-good/weight-of-evidence.pdf

IV. Explanatory and Causal Inference
Deriving Insights & Reliable Policies by Explaining Why

P(Evidence=E|Hypothesis=H)
P(Evidence=E|Hypothesis#H)

“It is therefore natural to call it the factor in favour | ® GBF(H, E) —

of H provided by E and this was the name given to | ﬂ
it by A.M. Turing in a vital cryptanalytic application - - Odds(HypotheSiszH|Evidence =E)
in WWII in 1941. He did not mention Bayes'’s theorem, 'jv' — -
with which it is of course closely related, because he always fk # OddS(HypOtheSlS=H)
liked to work out everything for himself. When | said to , £ P(E | :H)

him that the concept was essentially an application [ e \A/e |ght of Evidence. WE (H . E) A log
of Bayes's theorem he said ‘l suppose so’. ! ’ P(E|#H)

... Thus weight of evidence is equal to the

Iogarithm of the Bayes factor.“ “...the terminology of Bayes factors and weights of evidence has

\ more intuitive appeal [than log-likelihood ratio]. This intuitive appeal persists in the general case when the
weight of evidence is not the logarithm of a likelihood ratio.

‘Weight of Evidence: A Brief Survey”, | conjecture that juries, detectives, doctors, and perhaps most educated
Good, 1.J., Bayesian Statistics 2; citizens, will eventually express their judgments in these intuitive terms.”, ibid

Bernardo, et al. (eds), 1985

Yuan, C,, et al., Most relevant explanations in Bayesian networks, J. Al Research, 2011
Good, I.J., Weight of Evidence: A Brief Survey, Bayesian Statistics 2, 1985



http://www.aaai.org/Papers/JAIR/Vol42/JAIR4209.pdf
https://www.cs.tufts.edu/~nr/cs257/archive/jack-good/weight-of-evidence.pdf
https://www.cs.tufts.edu/~nr/cs257/archive/jack-good/weight-of-evidence.pdf

College

Most Relevant Explanations
Ranking Colleges as hypotheses given Student Profiles as evidence, & vice versa

Most Representative Colleges given Profile Most Representative Profiles given College
Evidence: Profile = {ethnicity = black; disc = SciEng; earnings = B_gt50K; sat = C_gt1400; cmpltn = high} Evidence: College = Massachusetts Institute of Technology

1. Massachusetts Institute of Technology -
2. Princeton University - disc=SciEng,sat=C_gt1400 -

3. Duke University -
4. Rice University -

5. Harvard University - sat=C_gt1400-
6. Columbia University in the City of New York -
7. Stanford University -

8. Washington University in 5t Louis -
disc=8ciEng,cmpltn=high -

9. University of Pennsylvania -

10. Vanderbilt University -

11. Yale University - ad
disc=SciEng - support
12. Carnegie Mellon University - support .
ppsupports‘ L . supports: decisively .
13. Amherst College - . \f?l’Y E supports: very strong
strong a
supports: supports: strong
14. Cornell University - . strgﬁg . ts: substantial
cmpltn=high - supports: substan

15. Johns Hopkins University -

16. Dartmouth College -

17. Williams College -

[9pow saAeg anleN

ethnicity=asian,earnings=B_gt50K -
18. Brown University -

19. Pomona College -

20. Harvey Mudd College -
. . ethnicity=asian -
21 MNorthwestern University -

22. Georgia Institute of Technology Main Campus -
23. University of Chicago -

24. Swarthmore College - earnings=B_gt50K -

103AD)

25. Cooper Union for the Advancement of Science and Ar -

1-

o

1-

| '
=] =]
- =

100-

P{Profile|College)/P(Profile|!College} = Odds(College|Profile)Odds(College) P(College|Profile)/P(College|!Profile) = Odds(Profile|College)/Odds(Profile)
25



Most Relevant Explanations
Contrasting Colleges as evidence scenarios

Most Representative Profiles given College
Evidence=College, Hypothesis=Profile

( college: Massachusetts Institute of Technology | (college: Harvard University)

sat=C_gt1400 -

disc=S8ciEng,sat=C_gt1400 -
cmpltn=high -

thnicity=asian,disc=Soc Sci,earnings=B_gt50K -

sat=C_gt1400 - ethnicity=other,disc=Soc Sci,earnings=B_gt50K -

disc=8ocSci,earnings=B_gt50K -

disc=SciEng,cmpltn=high - ethnicity=asian,disc=SciEng,earnings=B_gt50K -

ethnicity=asian,disc=SocSci-

ethnicity=other,disc=5ciEng,earnings=B_gt50K -
disc=SciEng -

ethnicity=asian,earnings=B_gt50K -

Profile

ethnicity=other,disc=SocSci -
cmpltn=high -
ethnicity=asian,disc=5ciEng -

disc=S8ciEng,earnings=B_gt50K -

ethnicity=asian,earnings=B_gt50K - eamings=B_gt50K -

disc=SocSci-

ethnicity=asian - ethnicity=other,disc=SciEng -

ethnicity=asian -

disc=SciEng -
earings=B_gt50K -

ethnicity=other -

1-
10-

'
=]
=

P(College|Profile)/P(College|!Profile) = Odds(Profile|College)/Odds(Profile)

1-
10-
100 -

support

. supports: decisively
. supports: very strong
. supports: strong

. supports: substantial

supports: barely
worth mentioning

103AD)

|opow saAeg anleN
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The Book of Why: The New Science of Cause and Effect - Pearl and Mackenzie

Causal Inference: Climbing Pearl’s Causal Ladder

Motivates imposing a
Causal Structural Model of the Latent
Space

Predictive Simulations: Implications of
Interventions/Decision Policies

Pearl, J. and Mackenzie, D., The Book
of Why: The New Science of Cause and

Effect, 2018
* Downloadable Chapter 1

DAGitty [http://www.dagitty.net/] ...

* “..isabrowser-based environment for
creating, editing, and analyzing causal
models (also known as directed acyclic
graphs or causal Bayesian networks).
The focus is on the use of causal
diagrams for minimizing bias in
empirical studies in epidemiology and
other disciplines.”

* Developed & maintained by Johannes
Textor (Tumor Immunology La
and Institute for Computing and
Information Sciences, Radboud University

Nijmegen)

« Textor, J.,, et al., “Robust causal inference
using directed acyclic graphs: the R package

‘dagitty’™, Intl. J. Epidemiology, 45, 6, 1 Dec.
2016, 1887—-1894

ACTIVITY:
QUESTIONS:

MHAREL

EXAMPLES:

I

[ 3. COUNTERFACTUALS

—

Imagining, Retrospection, Understanding

What if T Jxa L Wiyt
(Was it X that cavsed Y? Whar of X had not

occurred? What if 1 had acted differently?)

Wias it the aspirin thar stopped o

Would Kennedy be alive if Oswald had nor

kalbed he hat 1f T had not smoked for the
.2

ACTIVITY:
QUESTIONS:

EXAMPLES:

2. INTERVENTION

Daoing, Intervening
What 3f Ido...?7 Hew?

(Whar would Y be «f Tdo X?
How can 1 make Y happen?)

If 1 rake aspern, will my beadache be cured?

Whar of we ban agarerres?

]

ACTIVITY:

QUESTIONS:

Haow would seemyg X cha
tEXAMPLES: Whar does 2 symprom rell me abour a disease?

1. ASSOCIATION ;

Seeang, Observing

What if I see...?
(How are the vanables related?

nge my behef in Y?)

What does a survey tell us about the

election resulrs?

Leads to plausible reasoning about
a person’s underlying motives ....
Hence, we go beyond measured
data and into latent constructs.

JUDEA PEARL

WINNER OF 145 TURING awppp
A AW,
ND DANA MACKENZIE

THE
WHY

“ o

o

THE NEw SCIENCE
OF CAUSE AND EFFEcT

27


http://bayes.cs.ucla.edu/WHY/
http://bayes.cs.ucla.edu/WHY/why-ch1.pdf
http://www.dagitty.net/
http://johannes-textor.name/
http://www.tumor-immunology.com/
http://ru.nl/icis
http://www.ru.nl/
https://academic.oup.com/ije/article/45/6/1887/2907796

Latent Motivations of Students

Manifest in behavioral theories & data and expressed attitudes

What are you seeking?
Risk of experiences that are ...

__. with folks like me, in my preferred region. (L)

Vison focused on ...

__. a balance of near- & long-term factors. (M)

Breadth of studies that are ...

__. a broad offering of many disciplines. (H)

Challenge academically that is ...

... at the peak of my abilities. (H)

Risk of experiences that are ...

. with folks like me, in my preferred region. (L)

Vison focused on ...

_.. a balance of near- & long-term factors. (M)

Breadth of studies that are ...

... a broad offering of many disciplines. (H)

A A

ChE’l”GI‘IﬂE a¢ademical|y thatis ...
.. at the peak of my abilities. (H)
.. less stretching & is well within my abilities. (L)

... sufficient to keep me engaged. (M)

. at the peak of my abilities. (H)

28



V. Risk Analysis & Decision Analysis

Quantifying the Uncertainty, Risk & Value of Decisions and Policies

Sensitivity Analysis

Uncertainty
Quantification

Optimization:
Maximum
Expected Utility

* Influence Diagrams

Learnin
Policies

g Optimal

* Bayesian
Reinforcement
Learning

29

Markov Decision
Processes (MDP)

Partially-
Observable MDP
(POMDP)

Best Colleges for You = Student Profle [ Road Trip = Sensitivity =~ *f Why Not _? |l Factors

Top 10 Colleges by Breadth for Profile:

Breadth of studies that are ...

[ ... @ broad offering of many disciplines. (H)

-

_.. concentrated in my preferred discipline. (L)
... 3etin my discipline, w/plenty else to explore. (M}

-.. & broad offering of many disciplines. (H)

Sweep over: male, black, Engineering, GreatLakes, CityLarge,
residence:Ohio, income:gt48Kle75K, sat:gt1400,
Breadtn| a ] netpriee:i_gnoreNet i

price
Risk:M, Vision:H, Breadth:H, Challenge:H

Low :

iu
|
_‘
|
|
|
|
|
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i
i
i
|
i
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I
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i
i
|
i
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i
|
|
i
i
I
i
i
i
I
_
. . . . . . . . | . .
0% 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% 11% 12
a of Choosin chool Out of To s el

SSSSSSS

o
>
5

Rank

.

«w

.

@0

a.

N

(-}

w
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s & ©
3

Medium
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VI. Optimal Learning
Trading Off Exploration & Exploitation

1. Evaluate & Pick Stimuli
Wave #5

Dashed red line corresponds to maximum P.v.out yet ohserved.

* Bayesian Optimization
for Adaptive/Sequential
Experimental Design and -
Active Learning

* Maximum Expected
Improvement to rank
order new stimuli

60, Mingyu, \ o

Thompson, Michael L., 0.5-
Allenby, Greg M.,

Optimal Product Design by
Sequential Experiments in High
Dimensions,

Management Science (INFORMS),

Q:t. 8,2018 j

30

Objective Function:
P.v.out, Proportion Choosing Candidate vs. Outside Good

o ki

0- viable

50-

25-

Acquisition Function: = MNo
2, Expected Improvement in P.v.out

Value [%]

= Yes

Candidate Proposition

W E
HE

. Perform Experiment



https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2711333
https://pubsonline.informs.org/doi/pdf/10.1287/mnsc.2018.3088

And so, the “Best Colleges for You” App was born!

https://thompsonml.shinyapps.io/BestCollegeApp/

Best Colleges for You udent Profile [0 Road Trip += Sensitivity B Why Not .7 |l Factors B Data $ Scorecard @ Help i About

Exclude by Name: Exclude by Attribute:

Who are you? AFFILIATION:PRIVATE/PUBLIC:LOCALE-REGION

Ntop
Gender 1 [ 10] 33
Female - #) T T TTrT
1 § 9 13 17 Fal 25 29
Ethnicity
Black -
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https://cims.nyu.edu/~brenden/
https://web.mit.edu/cocosci/josh.html
https://arxiv.org/pdf/1604.00289.pdf

Future Implications

Organized to Innovate
* The Procter & Gamble Company

PeG
 MIT Quest for Intelligence
?):Eelﬁégce BAYESIAN
* Notable Business Models T ——T"
* Gamalon (customer intelligence) :
gamalon

e Zighra (Al-powered continuous
authentication): Decentralized Al

M Qu

through Bayesian Learning by M iCaeL o

ZIGHRA

Stay informed: Flipboard magazine “Bayesian”

33


https://quest.mit.edu/
https://gamalon.com/science/academic-literature-relating-to-gamalon-platform/
http://blog.zighra.com/decentralized-ai-through-bayesian-learning
http://flip.it/HxRGlC

VI.

VILI.

References to Get Started

Basics
* Kurt, Will, “Count Bayesie” blog series, “A Guide to Bayesian Statistics”, May 2, 2016

Domain-Relevant Model Structure
* Tenenbaum, Joshua, et al., How to Grow a Mind: Statistics, Structure, and Abstraction (PDF), Science, 2011; lecture video (must-see!)
* Koller, Daphne & Friedman, Nir, Probabilistic Graphical Models, 2009, downloadable excerpt Introduction (must-read!)
*  Murphy, Kevin P., Introduction to Graphical Models, 2001
* Daly, Ronan, et al., Learning Bayesian Networks: Approaches and Issues, The Knowledge Engineering Review, 2011
* Van Horn, Kevin S., Constructing a Logic of Plausible Inference: A Guide to Cox’s Theorem, Intl. J. Approximate Reasoning, 2003

Information Theoretic Principles
* Jaynes, ET., The Relation of Bayesian and Maximum Entropy Methods, Maximum-Entropy and Bayesian Methods in Sci. and Eng., 1988
* MacKay, David J.C., Information Theory, Inference, and Learning Algorithms, 2003; esp. Ch. 2 “Probability, Entropy, and Inference” and Ch. 3 “More About Inference”.

Bayesian Inference within Probabilistic Programming Languages
* Bishop, Christopher, Model-Based Machine Learning, Phil. Trans. Roy. Soc. A, 2013

* Davidson-Pilon, Cameron, Probabilistic Programming and Bayesian Methods for Hackers (PyMC3), 2015
-I Conrady, Stefan & Jouffe, Lionel (Bayesia S.A.S), Bayesian Networks and BayesialLab: A Practical Introduction for Researchers, 2015

. Ch. 8, Probabilistic Structural Equation Models with Bayesian Networks for Key Drivers Analysis and Product Optimization, 2015

. tan eveIopmentTeam, Modeling Language User's Guide and Rererence Manual, Version 2.17.0, ; esp. Section [ll. Example Models

Explanatory and Causal Inference
* Yuan, Changhe, et al., Most relevant explanations in Bayesian networks, J. Artificial Intelligence Research, 2011
* Pacer, Michael, et al., Evaluating computational models of explanation using human judgment, Proc. 29th Conf. on Uncertainty in Al (UAI2013), 2013
Rydall, Michael D. and Bramson, Aaron L., Inference and Intervention: Causal Models for Business Analysis, 2013
* Pearl, Judea and Mackenzie, Dana, The Book of Why: The New Science of Cause & Effect, 2018; downloadable excerpts Introduction, Chapter 1, Chapter 2

Risk Analysis and Decision Analysis
* Fenton, Norman and Neil, Martin, Managing Risk in the Real World: Applications of Bayesian Networks, 2007
* Barry Matthew and Horvitz, Eric, Vista Goes Online: Decision Analytic Systems for Real-Time Decision-Making in Mission Control, 1994

Optimal Learning
* Shahrari, Bobak, et al., Taking the Human Out of the Loop: A Review of Bayesian Optimization, Proc. IEEE, 2016
* Joo, Mingyu, et al., Optimal Product Design by Sequential Experiments in High Dimensions, Management Science (INFORMS), Oct. 8, 2018 34



https://www.countbayesie.com/blog/2016/5/1/a-guide-to-bayesian-statistics
https://web.mit.edu/cocosci/Papers/tkgg-science11-reprint.pdf
http://videolectures.net/nips2010_tenenbaum_hgm/
https://mitpress.mit.edu/books/probabilistic-graphical-models
http://mitp-content-server.mit.edu:18180/books/content/sectbyfn?collid=books_pres_0&fn=9780262013192_sch_0001.pdf&id=7953
http://www.cs.cmu.edu/~aarti/Class/10701/readings/intro_gm.pdf
https://www.research.ed.ac.uk/portal/files/7949745/Learning_Bayesian_networks.pdf
https://ac.els-cdn.com/S0888613X03000513/1-s2.0-S0888613X03000513-main.pdf?_tid=66b27b31-4180-4cdd-b222-ee6ff294a6c4&acdnat=1538230103_3c3c4e31f050e3024c82d7c773b15afc
https://bayes.wustl.edu/etj/articles/relationship.pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.228.899&rep=rep1&type=pdf
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/05/Bishop-MBML-2012.pdf
https://github.com/CamDavidsonPilon/Probabilistic-Programming-and-Bayesian-Methods-for-Hackers
http://www.bayesia.com/book
http://www.bayesia.com/key-drivers-analysis
https://github.com/stan-dev/stan/releases/download/v2.17.0/stan-reference-2.17.0.pdf
http://www.aaai.org/Papers/JAIR/Vol42/JAIR4209.pdf
https://arxiv.org/abs/1309.6855
https://books.google.com/books?hl=en&lr=&id=jQWCAAAAQBAJ&oi=fnd&pg=PP1&ots=HteKqUe5Sf&sig=0nTJHlRDvzLwEKWhCIdAGPIN57E#v=onepage&q&f=false
http://bayes.cs.ucla.edu/WHY/
http://bayes.cs.ucla.edu/WHY/why-intro.pdf
http://bayes.cs.ucla.edu/WHY/why-ch1.pdf
http://bayes.cs.ucla.edu/WHY/why-ch2.pdf
https://www.eecs.qmul.ac.uk/~norman/papers/lsm.pdf
https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/19940030557.pdf
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7352306
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2711333
https://pubsonline.informs.org/doi/pdf/10.1287/mnsc.2018.3088

