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Application-Centric Analysis Helps
Maximize the Value of Wireshark®

The ‘cost’ of freeware

Protocol analysis has long been viewed as the last Table of contents

line of defense when it comes to resolving nagging

¢ and application i But while al. Packet Level vs Application
network and applcation issues. But white almost Level Visibility ...................... 3

. . ®
every network engineer has a copy of Wireshark® on Expert Analysis of Application Traffic . . . 4

their laptop, and the dissection of packet traces is

Reassembly of Application Data. ....... 5
something that everyone would like to be able to Data Flow Ladder Diagrams . . . . . ...... 6
do, very few have truly acquired this skill. Tools like Combined Data FIOWS . « .« v oo oone e 7
Wireshark are readily available to anyone who takes Report of Application Traffic. .......... 9
the time to download them. However only a small Analyzer Feature Summary. . ......... 10
fraction of network professionals are successful in ConcluSioN . . v v e 10

using Wireshark to isolate the network problem and
formulate a resolution. In spite of the good inten-
tions of the network operations staff to save the
organization money on the cost of tools, the hidden
expense in terms of the excessive time spent to
resolve problems and the corresponding lost

productivity can be staggering.

FLUKE



White Paper

The challenge in using freely available protocol analyzers is that they are usually very good with displaying the packets, but they do
not summarize and analyze the network traffic in a way that will reduce the time it takes to resolve the network problem. Instead, the
expectation is that the person using the analyzer knows what they are looking for and are merely looking for a way to filter and display
the information. This is rarely the case.

It is important to first discuss how protocol analysis has developed over the years. 25 years ago all protocol analysis was performed by
capturing bits on WAN circuits and manually decoding those bits into data blocks. 20 years ago the protocol analyzers were available to
apply decodes to the capture data, to reduce the time it took to analyze the network traffic. Over the last 20 years, we have seen the
addition of expert analysis to assist in the identification of problems such as TCP retransmissions and other basic problems. While the ad-
dition of this expert analysis has helped, much of the analysis still depends on the abilities of the analyst interpreting the trace file.

In recent years, we have seen the technology move toward application-centric analysis of network traffic. Instead of focusing on the
lower layers of the 0SI model, such as the Network and Transport Layers, the focus has been put on the Application Layer. This move up
the protocol stack reduces the time it takes to isolate a specific problem. It does however require that the analyzer used to troubleshoot
the problem be able to analyze the traffic at the Application Layer.

Taking an Application Centric approach to protocol analysis changes the work- Traditional Protocol Analyzer
flow from that used with a traditional protocol analyzer such as Wireshark.

Network (IP, Protocol, Util)
The traditional protocol analyzer requires that we start at the bottom of the

protocol stack and start working our way up to the top, in hopes that we will
eventually determine the cause of the application problem. But does lower layer
problems really affect application performance? Expert? (TCP Level)
With the Application Centric approach, we start with alerts based on a flow-
based summary of automated application layer decodes and work our way down
into the details that will help identify the root cause of the problem.

Various Tools (where do I go?)

In this whitepaper, we'll compare 6 key protocol analysis features looking at

Wireshark® and the Fluke Networks ClearSight Analyzer, and how the two can Eventually get to application decodes, but

be used together to maximize the value of each, and make the network support still no insight into application performance

staff more efficient when troubleshooting performance problems: - _J
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Packet Level vs Application Level Visibility

White Paper

Wireshark® provides many benefits when it comes to troubleshooting network problems. It is freely available and can be quickly

downloaded from the Internet at anytime, so an entire department can be equipped with a packet capture tool. While it does provide an

effective means to capture and view packets traversing the network, when we stop a trace, we are presented with the screen below:
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Figure 3

This screen shows us the packets and their detailed decodes, but it does not provide us with a high level view of the traffic. This analysis

is left up to the person using the analyzer and their success depends on their understanding of the protocol operation.

In contrast, when we open or capture a trace with the ClearSight Analyzer, we are presented with a summary screen showing the proto-

cols present in the capture. For each one of these protocols, we can quickly see the number of servers, data flows, problems and issues.

In addition, we can see the amount of bandwidth each one of these protocols is using within the trace. This information allows us to

quickly zero in on problems, without having to dig through thousands of packets.

In addition to the ability to see which protocols are present and the related issues, we can apply a filter based on any of the protocols

simply by pushing a single button. This eliminates the need to remember complex filter commands.
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Expert Analysis of Application Traffic

The goal with any network problem is to reduce the time to resolution. When it comes to network and application troubleshooting, expert

White Paper

analysis of the traffic is key to finding the problem as quickly as possible. The Wireshark analyzer does provide some analysis of the pack-

ets. This analysis, however, is performed from the transport layer down. If we are trying to troubleshoot an application layer problem,

this expert analysis will be of little help.

74! Wireshark: 8 Expert Infos - IEllz
Errors: 0 Warnings; 1 Motes; 7 Chats; 544 Severity Filer; rror+Warnatote
Mo, - | Sever, | Group | Protocol | Summary |
11 Moke Sequence IF "Time To Live" only 1

286 Note Sequence TCP Retransmission {suspected)
287 Mote Sequence TCP Retransmission (suspected)
283 Note Sequence TCP Retransmission {suspected)
631 Warn Seguence TCP Previous segment lost {common at capture stark)
792 Note Sequence TCP Retransmission {suspected)
796 Mote Sequence TCP Retransmission {suspected)
906 Mote Sequence I "Time To Live" only 1 %

Figure 5

The ClearSight Analyzer performs expert analysis on each one of the layers in the Open System Interconnection (0SI) Model including

the application layer. Any issues found within the trace are displayed as red dots next to the application on the summary screen of the

analyzer. By clicking on the application, each one of the data flows within the application are displayed. The individual flows containing

the issues will have

red dots next to them.
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This visual indication of issues makes it easier and less time consuming to identify those parts of the application flows that are con-

tributing to the slowdown or failure. It is also possible to view all of the issues within the capture. Each one of these issues contains

information about the source, destination, protocol, and a description of the issue. As with the data flows, colored dots next to each

issue indicate the severity of the problems, so that the critical issues can be investigated first.
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Figure 7

4 www.flukenetworks.com



White Paper

Reassembly of Application Data

In some cases, when troubleshooting application problems it is useful to reassemble the application data in order to determine the cause
of the problem. The Wireshark analyzer provides the “Follow TCP Stream” feature that will apply a filter based on a IP address and TCP
port combination. The data portion of these packets will then be reassembled and displayed in a window such as the one below.
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This window accurately displays the data contained within the packets. However, it does not display this data in a way that helps us
resolve problems when it comes to protocols such as SQL. The data contained above is from a SQL transaction. It is possible to pick out
some of the information, but it is difficult to determine which part of this is the return data and which is the SQL call.

When using the ClearSight Analyzer, each one of the SQL calls is broken out as a separate data flow. This allows us to clearly see the SQL
call as it was sent to the SQL server.
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By clicking on a flow, the ClearSight Analyzer will reassemble the return data for the call and display it in a way that can be easily
understood and analyzed. There is no need to dig through cryptic data dumps looking for values.

Through this single view, we can look at the delta time between each one of the application packets. By looking for large delta times
between the packets, we are able to quickly identify when the application is being slowed down.

Fluke Networks 5 www.flukenetworks.com
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Data Flow Ladder Diagrams

It is said that a picture is worth a thousand words. When analyzing applications, a picture can be worth thousands of minutes of analysis
time! Being able to view the flow of data in a graphical format, instead of looking at a series of individual packets, allows the analyst
to quickly find delays and errors. Both Wireshark® and the ClearSight Analyzer provide the ability to display the data flows in a graphical
manner. The key difference between the two analyzer is the way they display these flows. To illustrate this, we have selected the same
data flows from the same trace file.

i 10,0.0,201 o "
ime 10.0.0.43 ammen

TCP: dialpad-voicel = http [$¥N] Seq=0 Win=65535 Len=0 M$5=1360 Ws=1
TCP: dialpad-veicel = http [$¥N] Seq=0 Win=65535 Len=0 M$$=1360 Ws=]
TCP: hetp > dialpad-voicel [S¥YN, ACK] Seq=0 Ack=1 Win=5840 Len=0 M55=
TCP: hetp > dialpad-voicel [S¥YN, ACK] Seq=0 Ack=1 Win=5840 Len=0 M55=
TCP: dialpad-veicel = http [ACK] Seq=1 Ack=1 Win=123480 Len=0

HTTP: GET / HTTP/1.1

TCP: dialpad-veicel = htrp [ACK] Seq=1 Ack=1 Win=123480 Len=0

HTTP: [TCP Retransmission] GET / HTTP/1.1

HTTP: HTTP/1.1 301 Moved Permanently

HTTP: [TCP Retransmission] HTTP/1.1 301 Moved Permanently

HTTP: GET /hp/device/this.LCDispatcher HTTP/1.1

HTTP: [TCP Retransmission] GET /hp/device/this.LCDispatcher HTTP/1.1

TCP: http = dialpad-voicel [ACK] Seq=199 Ack=113& Win=5840 Len=0

Figure 10
Above is the data flow as shown with Wireshark®. This flow diagram does give us some idea of the flow of the traffic between the client
and the server. From an analysis standpoint, we are interested in the TCP connection setup, the HTTP request, and the HTTP response.
The time it takes to perform these tasks will help us determine if this flow is contributing to the overall application delay. Wireshark®
shows us this, in addition to all of the TCP frames going back and forth between the client and the server. This excess information makes
it difficult to focus in on the transactions related to the application delays. The time value shown on the left is displayed as the number
of seconds since the start of the trace. In order to determine the location of the delays, we must calculate the time between packets
manually.
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Figure 11

The ClearSight Analyzer displays those packets required to perform application-centric analysis and hides those that are not necessary to
perform this analysis. In the example above, the ClearSight Analyzer displays the packets associated with the establishment of the TCP
connection. The delta time between these packets give us an idea of the roundtrip time between the client and the server. Instead of
showing all of the packets involved in the transaction, we see the request sent by the client (frame 586) and the reply sent by the server
(frame 605). The delta time between these frames gives us an idea of the time required by the server to respond to this request. By
condensing the flow down to the key frames, it is easy to display the entire transaction on a single screen. To display this same transac-
tion within Wireshark® requires multiple screens, making it difficult to quickly determine the time between the start and the end of the
transaction.

Fluke Networks 6 www.flukenetworks.com
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Combined Data Flows

One of the challenges encountered with troubleshooting applications is determining whether the problem is a network related problem, or
whether it is a server related problem. Capturing on both ends of the connection and combining the data flows is one method of quickly
answering this question. This is a case where Wireshark and the ClearSight Analyzer can be combined to provide a comprehensive analysis

solution.

( A
Capture Agent Capture Agent

\ Client Server )

Figure 12

Wireshark can be used to capture the packets on both sides of the connection between the client and the server. Once these captures
have been completed, it is necessary to combine them into one single view for analysis. While the Mergecap utility is available as part of
the Wireshark installation, it does not provide a means to synchronize the timing between the two traces. The resulting merged trace file
will contain all of the packets, but will not provide the useful information necessary to troubleshoot the application.

£5AFile Merge i x|

Filez Zelected For Merge %

Filenarme Segment Time Offzet (=ec)
CiDataiClientsFluke200 0 ProjectsiCSA8 White.. Segment 1]
CiDatafClientsFlukers201 0 Project=iCSa, White. Segmert -5.784922

Merge... I Cancel l [ A l Femove l Ediit ]
Figure 13

The ClearSight merge utility will not only merge the two trace files, but synchronize them so that they can be combined into a single
view that will illustrate the amount of time spent traversing the network verse the amount of time spent by the server responding to the

request.

Fluke Networks 7 www.flukenetworks.com
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The combined flow diagram above is an example of a case where Wireshark was used to capture the packets on both sides of the WAN

connection. The ClearSight merge utility was used to synchronize the two traces and merge them into a single trace file. The Delta Time

column to the right of the ladder diagram indicates the amount of time between each of the frames. Using this time, we can determine

how long it took for a single frame to traverse the WAN.

Performance Matrix

[ Femi | w2

Throughput{kbps) a0.219 40875
Networtk Time(sec) 0.03z227 0031132
Client Time(ses) 1.188474 22806010
Server Timelsec) 12285378 10.688421
TGP C onnectionis ec) 0.054454 0.082255
First Byte Downloadingsec) 0.265302 0200721
Win C ligrt Window Sze(KE) G63586 E3528
Max Client Window 5 zel KB) 65535 85535
Min Server Window Size KB) 5460 5450
Mzt Server Window Sizel KE) 5840 5840
Retry u] 1
Out of Sequence Count o
FPacket Loss 8] u]
TCP Tumns &5 52
Figure 15

The Performance Matrix within ClearSight can then be used to summarize the response times. This allows us to determine exactly how

much time was taken by each component.

10.0.0.201

Timne:

0.000
0.032
0.033
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0.094
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0.232
0.267
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0,301
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0.487

Figure 16

Cornrment

TCP: dialpad-voicel > http [$¥N] Seq=0 Win=65535 Len=0 M$$=1360 Ws=]
TCP: dialpad-voicel > http [$¥N] Seq=0 Win=65535 Len=0 M$$=1360 Ws=]
TCP: http = dialpad-voicel [$¥N, ACK] S$eq=0 Ack=1 Win=5840 Len=0 M§5=
TCP: http = dialpad-voicel [$¥N, ACK] $eq=0 Ack=1 Win=5840 Len=0 M§5=
TCD: dialpad-voicel = http [ACK] Seq=1 Ack=1 Win=128420 Lan=0

HTTP: GET / HTTR/1.1

TCD: dialpad-voicel > http [ACK] Seq=1 Ack=1 Win=128420 Lan=0

HTTP: [TCP Retransmission] GET / HTTD/1.1

HTTP: HTTP/1.1 301 Moved Permanently

HTTP: [TCP Retransmission] HTTP/1.1 201 Moved Permanently

HTTP: GET /hp/device/this.LCDispatcher HTTP/1.1

HTTP: [TCP Retransmission] GET /hp/device/this.LCDispatcher HTTP/1.1
TCP: hitp > dialpad-voice1 [ACK] Seq=159 Ack=1156 Win=5840 Len=0
TCP: [TCP segment of a reassembled PDU]

By comparison, this is the ladder diagram we get when using Wireshark to view the same trace. While it does show the frames going back

and forth, it is difficult to determine which delays are related to the server and which are related to the network.

Fluke Networks
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Report of Application Traffic

At the conclusion of the analysis, it is important to be able to report on the application traffic seen in the captured files. Once the
problem has been isolated, it may be necessary to share these findings with other groups within the same organization or with the
application vendor. Other than printing out the raw packets, the Wireshark analyzer does not provide a reporting feature.
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Figure 17
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The ClearSight Analyzer does provide a comprehensive report generator. Reports can be generated on the overall network traffic,
individual protocols or applications such as Voice Over IP.
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0 (PCMU) Call Quality Overview

1 Number of C all Streams” 2
2 Average MOS 4.2
3 Quality 1

oI bl i i kel b D T D Wil ] S e i ]l

Figure 18

In the case of Voice over IP, the ClearSight Analyzer will analyze each VoIP call and calculate a Mean Opinion Score (MOS). The MOS
provides an indication of the quality of the call. Using the SIP report within the ClearSight Analyzer, we can produce a summary report
showing the total number of calls captured and the distribution of MOS values for those calls. This type of reporting saves many hours of
analysis and report generation work on the part of the network engineer. If the quality of the voice traffic is in question, a capture can
be taken and a report generated quickly to show whether there is a measurable problem or whether the issue may reside somewhere other
than the network.
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Figure 19

Conclusion

Getting to the root cause of application problems quickly is key to reducing the impact they have on business operations. While tradi-
tional protocol analyzers, such as Wireshark are useful for capturing packets and performing basic analysis on the lower layers such as IP
and TCP, they fail to provide the view into the application layer. Using a product such as Fluke Networks” ClearSight Analyzer allows the
analyst to take a top down approach to resolving the application problem.

Combining these two protocol analyzers is a cost-effective means to solving tough performance problems. An entire department and
remote staff can be freely equipped with Wireshark for capture and basic packet viewing, and application-centric analysis can be done
with one or more instances of ClearSight Analyzer. For problems that span central and remote sites, the staff can capture packets on both
ends of the network using Wireshark, then use ClearSight Analyzer to synchronize the timing between the two traces and merge them into
a single trace file. Through the use of ladder diagrams, expert analysis, and summary reports, the ClearSight Analyzer can help the analyst
to quickly identify the root cause of the problem.

For more information visit the Application-centric Analysis Resource Center at www.flukenetworks.com/app-centric
Contact Fluke Networks: Phone 800-283-5853 or Email: info@flukenetworks.com.

For a free trial to see how ClearSight can reveal answers in Wireshark traces, go to www.flukenetworks.com/csatrial
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