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Abstract. In this position paper we contrast a Dystopian view of the future of adaptive collaborative learning 
support (ACLS) with a Utopian scenario that  due to better-designed technology, grounded in research  avoids 
the pitfalls of the Dystopian and paints a positive picture of the practice of computer-supported collaborative 
learning 25 years from now. We discuss research that we see as important in working towards a Utopian future 
in the next 25 years. In particular we see a need to work towards a comprehensive instructional framework 
building on educational theory. This framework will allow us to provide nuanced and flexible (i.e. intelligent) 
ACLS to collaborative learners  the type of support we sketch in our Utopian scenario.  
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INTRODUCTION 
The present paper focuses on an area where computer-supported collaborative learning (CSCL) and 
AIED research intersect: adaptive collaborative learning support (ACLS, see Walker, Rummel & 
Koedinger, 2009b). This area has recently received increasing attention, as evidenced, for example, by 

by the conference workshop series of the same name at recent AIED and ITS conferences. ACLS 
involves the use of intelligent technologies to improve student collaboration and learning by assessing 
the current state of the interaction and providing a tailored pedagogical intervention (Soller, 

5). ACLS differs from typical intelligent tutoring in that its goals are to 
improve the collaboration between two or more students, rather than to support the learning of an 
individual student. In recent years, it has proven to be a promising method of supporting CSCL in a 
way that caters to the needs of particular groups of students, with benefits compared to individual 
work, collaboration with no support, and collaboration with non-adaptive support (Baghaei, Mitrovic, 
& Irwin, 2007; Kumar, Rosé, Wang, Joshi, & Robinson, 2007; Walker, Rummel & Koedinger, 2014). 
ACLS support can focus on group formation, on supporting domain knowledge, or on improving peer 
interaction (Magnisalis, Demetriadis, & Karakostas, 2011). To produce this support, a range of natural 
language processing, machine learning, and user modelling techniques are used. For example, the 
APTA system (Walker, Rummel & Koedinger, 2014) provides peer tutors with reflective prompts to 
improve both the quality and content of their actions. It uses an integrated cognitive model and 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65



machine classifier to diagnose both domain errors made by a peer tutor and ineffective tutoring 
approaches (Walker, et al., 2014). 

In this paper, we consider two possible futures for the area of adaptive support for 
collaborative learning. First, we sketch a scenario that illustrates where ACLS might be 25 years down 
the road if technological solutions are not informed by educational theory and research. It is a scenario 
that we view as Dystopian, because the full potential that we see for adaptive and adaptable 
technologies has not been fully realized. It is not a desirable scenario, but in our opinion a possible 
one. As a contrast we present a more optimistic, Utopian, scenario, one in which learners are 
empowered for collaborative learning by flexible, adaptive support that avoids the pitfalls of the 
Dystopian scenario. The Utopian scenario requires a challenging research agenda for the next 25 
years. We pose that working towards a comprehensive instructional framework for ACLS can help to 
prevent the Dystopian and pave the way for a Utopian future of ACLS.  

In this paper we focus on collaboration in small groups of learners working together side bv 
side (i.e. face to face). The envisioned instructional framework also speaks to collaborative learning in 
computer-mediated settings as well as to learning in large groups, although there the picture becomes 
even more complex due to the number of actors involved. 
 
FAST-FORWARD TO THE YEAR 2040: A DYSTOPIAN SCENARIO 
Janet got to school, and ran to her first period class. Chemistry. 5 minutes to spare. Perfect. She looked 
down at her digital organize
Roxanne three times in the past two weeks, and each time, they ended up arguing heatedly about one 
thing or another  is it a molecule or an atom? Should they titrate or just leave it? Janet knew that last 
time Roxanne had asked their teacher, Mr. Roebeck, to be assigned a different partner. Roxanne 
reported back that Mr. Roebeck had said that the system was pairing the two of them because they 

t that personally, she could do with a little less 
conflict and could not quite see how the frustrating experience with Roxanne could be constructive. 
She always had fun working with Carly, 
could easily agree on a way forward! But, as the technology director of the school always said, 
RUWAAL knows best.  RUWAAL was the ACLS system implemented by the school, and there was 

no way to argue against the choices that it made. 
 

reluctantly walked over to Roxanne and sat in the chair beside her. They looked down at their digital 
desk to see which lab activity was prescribed. They were supposed to figure out which functional 
groups were present in an organic molecule presented to them in 3D on their screen. As they worked, 

RUWAAL understood all their speech and actions, and its 
collaborative model could respond instantaneously to guide them in the right direction. Janet found her 

A while 
back, RUWAAL had  Mr Roebeck had told her parents that she 
would be getting remediation, but RUWAAL did not think that she would ever be able to work well 
with others. Her parents had an appeal out  they were outraged, but Janet was more confused by the 
situation than anything else. She enjoyed working with others  well, almost everyone except for 
Roxanne. The RUWAAL system was so sophisticated it could predict with 99% accuracy who should 
work with whom, what activities they should receive, what prompts they should get, to maximize 
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learning. But the technology could not explain its decisions or provide useful advice! At least, Janet 
 

 Janet  train of thought was interrupted 
. Janet stared at it, briefly fascinated. 

Janet thought about it. Roxanne was always 
goofing around, and sometimes it got them into trouble. RUWAAL agreed, by digitally resetting the 

mportant to be polite and kind to 

Roxanne down. As usual.  
Janet made an attempt to get the two of them back on track. She suggested different options for 

how they could move ahead to Roxanne and elaborated a bit on each of them to make sure that 
Roxanne would understand the ideas she put forward. She was just about to ask Roxanne to tell her 
what she thought of her ideas when RUWAAL interrupted Janet saying

sneered.  in a taunting voice
 

Janet felt distracted, annoyed. Sometimes she thought things must have been better in the old 
days that her mother was always talking about, before RUWAAL, when students could just do what 
they wanted without the technology interfering and following every step they did. At that very 
moment, the system popped up an alert saying
please reflect on how you  
 
UNPACKING THE DYSTOPIAN SCENARIO 
In our Dystopian vision 25 years into the future of AIED research, collaborative learning technologies 
are using the full capabilities that modern computing technology has to offer, such as near-perfect 
natural language understanding and recognition of emotion and motivation based on a host of 
variables, such as problem-solving actions and the content of student verbal utterances, but also 
prosodic cues, gaze patterns, physiological measures, gesture, and posture. If this Dystopian scenario 
seems unlikely, we view it as one possible straight-line extension of what is currently occurring in 
CSCL and educational technology research, with advances in text mining, speech processing, and 
gesture recognition, and analyses of large data sets to find links between collaborative process and 
outcomes. With increasing access to various data from collaborative learning processes and outcomes, 
it will likely be possible, in 25 years hence, to predict with great accuracy who will be successful in 
what collaborative learning setting and given what collaborative activity. The range of pedagogical 
decisions will likely expand compared to what is available today: automatic group formation, selection 
of activities for each group, and adaptive prompting and scripting to ensure learners are collaborating 
and learning effectively.  

Nevertheless, there is much that is unsatisfying about this scenario. The system makes decisions 
about what will lead Janet to learn most effectively based on the data about her  
current and past activities, but these decisions lack nuance and flexibility, leading to frustration and 
ultimately to a lack of trust in the system. For instance, the system is unable to distinguish between 
constructive conflict and conflict that diminishes student motivation and prevents them from learning. 
Thus the system continues to pair Janet with Roxanne based on the characteristics of previous pairs 
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that have been successful in its database: In previous pairings, those characteristics were a predictor of 
a certain level of conflict, and this conflict was a predictor of learning success in the end. While Janet 
and Roxanne do experience con  Janet and Roxanne 
continue to clash, but fail to move ahead in solving the problem ahead and learning from their joint 
work.  

A key shortcoming of RUWAAL is that the different dimensions of support in its ACLS are not 
well coordinated and thus are not working together in a coherent, holistic way: support is always given 
immediately, directed at the person whose action triggered the system reaction, focused on the 
psychological realm where a need for support was diagnosed (i.e. cognitive, social, motivational) but 
with a strong emphasis on cognitive support, presented in a guiding fashion.  A more Utopian system 
would be able to orchestrate different dimensions of support (i.e., timing of support, psychological 
realm, mode and locus of support, and support type) in nuanced ways. For instance, based on a careful 
analysis of the current situation and taking into account similar conflict in the pairs  past, RUWAAL 
might have decided to have the two girls engage in some other collaborative activity first, to support 
team building, before putting them in front of their next collaborative Chemistry task.  

A related shortcoming evident from the Dystopian scenario is that is very 
limited. For example, the system does almost nothing to help students work through disagreement 
productively. It (urging politeness) was a 

of her frustration in light of the 
goals of the assignment and ing goals.   

A final problem is that  decisions are inscrutable to learners and teachers. Janet has 
sions and is increasingly reacting negatively towards 

them. However, instead of offering her help in understanding its decisions or giving her choices, the 
Similarly, the teacher is relegated to trying to justify the 

choices active 
assistance. To summarize, we view the above scenario as Dystopian because the futuristic ACLS 
system is theoretically and pedagogically limited, does not coordinate across different dimensions of 
support, and does not make decisions that are transparent to and adaptable by students and teachers. 
 
A CONTRASTING VIEW: A UTOPIAN SCENARIO FOR 2040 
Janet woke up looking forward to what the school day would bring:  collaborative inquiry in chemistry 
lab, with guidance from RUWAAL! This year was the first year that many learning activities in her 
grade level were done collaboratively. After a bumpy start, she had really gotten the hang of it. She 
enjoyed the lively back-and-forth with a collaborative partner, as she had told RUWAAL during one 
of her self-
challenging, but she liked to be challenged and she felt that RUWAAL had helped her grow, both in 
learning chemistry and in learning to be a good collaborator.

In the early weeks of the semester, RUWAAL had pushed Janet to speak more during her 
collaborative activities, which, although uncomfortable at first (RUWAAL seemed to understand, 
though) had really helped her. A highlight for Janet was a review session with RUWAAL a few weeks 
ago, in which it presented stats that showed that as she had started to talk more, which had led her 
partners to do the same, often resulting in good discussions about challenging chemistry concepts. 
RUWAAL 
first, from early in the semester, showed her a
concept of chemical equilibrium. The second, from two months later, showed her initiating an 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65



no net change? Not sure I get that. Let me try to talk this through, and perhaps you can help me fill in 
RUWAAL

half-baked thoughts as a way of learning was evident from the number of her contributions in the 
dialogue, the fact that she stepped into the fray earlier and more often, and the more searching tone of 
her voice followed by increments in understanding, based on content analysis of the 
speech signal. These inferences also caused RUWAAL to increase its estimates of the trust level 
between the students. RUWAAL 
made sure to further encourage Janet to speak up when uncertain.  

challenging! New material, a new simulator, and a partner with whom she had not worked before. 
Although Janet did not know this, RUWAAL had selected this assignment in consultation with Ms. 
Holzenbein. Specifically, RUWAAL had offered Ms. Holzenbein a choice of two alternative 
assignments for Janet to work on next: the one with Isabelle, and o
frequent partner, a review lesson that would be the typical next step for them, RUWAAL explained to 
Ms. Holzenbein that the first of these assignments likely would be more challenging for Janet. It 
suggested that Ms. Holzenbein consider whether Janet was ready for a tough challenge or might be 
better off saving that challenge for after the weekend. RUWAAL also explained that if Janet worked 
with a new partner, she could take the next step in becoming a good collaborative learner. RUWAAL 
knew that Janet was a better collaborative learner than Isabelle and also that she had stronger 
chemistry knowledge, so it was likely that some frustration might occur. Ms. Holzenbein however had 

selected the first op
to Ms. Holzenbein  preferences, told to RUWAAL at the beginning of the semester. 

Janet and Isabelle started off well enough, but then hit an impasse, which, in spite of much 
discussion and many solution attempts, they were not able to get past. RUWAAL noticed the 
stagnation and frustration, and considered how to step in. Should it try to get the students past the 
impasse by promoting domain-level success, for example, by providing a domain-level hint or even by 
giving the next step? Or should it try to help the students collaboratively work through the impasse, as 
a way perhaps of helping them become better collaborative learners and thus enabling them to deal 
with similar situations independently in the future? In the given situation, RUWAAL judged the 
frustration level to be relatively high. Although that might have been reason to provide domain-
relevant advice, so as to resolve the impasse quickly, it decided to focus instead on its goal to help 
Janet take the next step in becoming a good collaborative learner. It led off with a decompress 
strategy.  

 the cafeteria has new coconut macaroons!  Janet and Isabelle had a 
good time in the cafeteria. When they came back, RUWAAL, noticing their improved mood, said, 

learned a good way of managing frustration in collaborative partnership. RUWAAL bookmarked the 

Janet and Isabelle learn other strategies for dealing with frustration. 
 
UNPACKING THE UTOPIAN SCENARIO 
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The Utopian scenario highlights positive outcomes that ACLS will have in 2040 if the research 
outlined below is successful. The ACLS system of the Utopian scenario is different in many ways 
from that of the Dystopian scenario presented earlier. Its decision-making is theory-driven, taking into 
account a variety of pedagogical goals (including learning at the domain level and learning of 
collaboration skills) and drawing on a wide arsenal of pedagogical strategies. It is capable of 
coordinating support across multiple dimensions (e.g., timing of support, psychological realm of 
support, mode of support, and support type), enabling it to . Finally, 
the system is adaptable: It is transparent and works synergistically with students and teachers, sharing 
control.  

balanced theory-driven integration of the various dimensions relevant to 
collaborative learning is on display when our student (Janet) spontaneously starts to self-explain a 
difficult chemistry concept; anticipating she has some missing knowledge, she right away invites 
feedback from her partner. This is a remarkably sophisticated collaborative learning behaviour for a 
15-year old and RUWAAL recognized it as such, helped by what it knows about the two students 
individually as well as their past collaborations collaborations on 
similar tasks. It noticed that Janet had a learning goal of better understanding this concept, was able to 
self-assess her knowledge, and choose an appropriate learning strategy. In terms of collaboration, it 
recognized her statement to the partner as a form of proactive help seeking, even before the help was 
actually needed, as was appropriate in light of the chosen strategy. It also interpreted this move on 

By 
integrating these different perspectives, the system was able to highlight this move in her later review 
as indicative of a positive The integration helped avoid the 
disjointedness of support that was a key problem in the Dystopian scenario, resulting in a much more 
purposeful interaction. 

This integration carries through to the instructional techniques the ACLS system uses to improve 
It still provides students with adaptive prompts and group formation, 

but balances that with providing reflective guidance to students and teachers. In choosing possible 
next tasks for students, the Utopian system takes into account goals for domain-level learning as well 
as goals for the learning of collaborative skills, and selects a partner who may help in both regards. It 
considers some of the same factors in other pedagogical decisions, such as how to recover from a 
frustrating impasse. In making this decision, the system considers different pedagogical moves, such 
as whether the impasse could be addressed at the domain level or at the collaboration level, and how 
the impasse interacts with social factors, which, in the above example, prompts RUWAAL to suggest 
that students take a brief break. 

The scenario also illustrates the importance of creating technology that is adaptable. The system 
defers to the teacher regarding such intangible decision as whether the time is right for upping the 
challenge level for a given team of students. The scenario illustrates how CSCL systems can leverage 
transparency regarding their assessment of learners and their decision making, leading to trust rather 
than alienation, of which there was far too much in the Dystopian scenario. Although this is not 
apparent at the surface, a fundamental reason the system is able to do so is because its underlying 
models are explainable models. These models are made possible, in part, by grounding the system in a 
comprehensive instructional framework, as discussed below.  

All this adds up to a more positive experience with better outcomes. While we have labelled the 
scenario as Utopian, we think of it as an optimistic but possible future for 2040, not Utopian in the 
sense of representing an unrealistic future we can only dream of.  
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A RESEARCH AGENDA FOR 2016-2040
The differences between our two scenarios exemplify the dilemmas that designers of ACLS systems 
face. The kind of coordinated pedagogical decision making illustrated in the Utopian scenario is a 
tough balancing act, even for humans, but one that the area of ACLS will need to tackle. A key 
shortcoming of the ACLS system sketched in the Dystopian scenario is that it does not have an 
elaborate theoretical foundation for its decisions. Taking into account the issues identified in 
unpacking the Dystopian scenario, we see a need to work towards a comprehensive instructional 
framework firmly rooted in educational theory that allows for the development of nuanced and 
flexible ACLS systems. These system take into account multiple dimensions of support and balance 
system adaptivity with user freedom. 
 The proposed research effort can build on prior work in ACLS, which has produced several 
taxonomies that map out relevant dimensions of support for collaborating students. These taxonomies  
(e.g. Diziol & Rummel, 2010; Walker, et a., 2009a) identify dimensions such as the timing of support 
(whether it is provided immediately or with some delay during the collaboration, or before or after the 
collaboration), the psychological realm of support (cognitive, social, metacognitive, motivational), the 
mode of support (explicit or implicit), the locus of support (direct or indirect), the target of support 
(group formation, domain knowledge, peer interaction, social skill; Magnisalis, et al., 2011), and the 
type of support (guiding, challenging reflection, mirroring; Soller, et al., 2005). While these 
taxonomies describe different properties of support, they fall short of providing an integrated 
instructional framework that builds on learning theory and instructional design principles and can 
serve to orchestrate support across the multiple dimensions, thus arriving at nuanced ACLS. The main 
work to be done by 2040 is to create such a framework for ACLS. 
 To move towards the aspired instructional framework, we must carry out rigorous empirical 
research and engage in related theory-building efforts. First, we need research within each individual 
support dimension. For instance, the timing of support dimension taps into the so-called assistance 
dilemma (Koedinger & Aleven, 2007), which poses the fundamental question for adaptive 
instructional environments of how to balance information or assistance giving or withholding to 
achieve optimal student learning. While in some cases providing immediate assistance may serve as a 
scaffold, in other cases it may simply be a crutch that prevents students from engaging in sense-
making activities on their own and acquiring deep knowledge. Withholding assistance might in some 
cases lead students to struggle and experience extraneous cognitive load, in other cases it may create 
desirable difficulties for students that enables them to learn by overcoming challenges (Koedinger, 
Pavlik, McLaren, & Aleven, 2008). Similar constraints apply to CSCL environments, where there is 
evidence that delaying support may lead to productive learning conditions (e.g. Kapur, 2008; Kapur & 
Kinzer, 2009). Similarly, fading support over time (Fischer, Kollar, Stegmann & Wecker, 2013; 
Wecker & Fischer, 2007), and adapting support based on student collaborative skill (Walker, et al., 
2014) have been shown to be effective. However, we do not yet have empirically validated 
instructional principles for when and how much support should be given to collaborating students in 
any given context.  
 Secondly, let us consider the dimension of mode of support. Even if the support is given at 
opportune times, there is still no guarantee that students will pay attention to it. In fact, Kumar and 
colleagues (2007) found that students tended to ignore adaptive prompts while collaborating. It might 
be that students ignore explicit adaptive feedback because it appears irrelevant to their task, or violates 
other Gricean maxims (Bernsen, Dybkjær, & Dybkjær, 1997). If the feedback is perceived as intrusive 
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and critical, it might also threaten their sense of control (Nicol & Macfarlane-Dick, 2006), or disrupt 
their belief that interpersonal risk taking is safe in a collaborative context, an important contributor to 
effective team learning behaviors (Van den Bossche, Gijselaers, Segers, & Kirschner, 2006). It is 
necessary that any support given is either sufficiently implicit as to not interrupt student activity (e.g., 

Further 
research on this dimension is needed to develop an understanding of what makes learners accepting of 
ACLS so as to be able to design support that learners will want to use. 
 A third substantial challenge is to decide on the psychological realm of support to be targeted 
in given circumstances.  Several realms can be targeted, beyond domain-level support: for instance, 
metacognitive support, motivational support, and support at the social level (e.g., Muldner, Burleson, 
& VanLehn, 2010; Ogan, Aleven, Kim, & Jones, 2011; Roll, Aleven, McLaren, & Koedinger, 2011). 
It is difficult to know which psychological realm to address, or how to combine support targeted at 
different realms. When deciding how to provide support in CSCL environments, it is fruitful (and in 
fact, necessary) to consider these multiple realms simultaneously. For example, when deciding (on the 
fly, based on the dynamics of the given collaborative learning situation) how much support to give 
regarding domain-level concepts or skills  (i.e. cognitive support), it may be helpful to take into 
account needs for motivational and social support, as illustrated in the Utopian scenario. Here, the 
system decides to provide motivational and social support, taking into account that this may further 
the goal of helping students progress on the domain level. 

In addition to investigating how best to design and deliver support for each individual 
dimension of ACLS (timing, realm, mode, locus, presentation target, and type of support), we need to 
work towards coordinated decision-making across the dimensions. Due to the large array of 
possibilities arising from combining the various dimensions, this poses a huge challenge for research 
in the field of ACLS that will likely keep the field busy for the next 25 years and beyond. For instance, 
taking into account just the two dimensions mode of support (i.e. whether the action that students 

Figure 1. Design space for adaptive collaborative learning support (taken from Walker, 
Rummel & Koedinger, 2009a). 
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should take is explicitly described in the feedback or implicitly arises as a result of the support) and 
locus of support (i.e., whether the support is presented as directly addressing the person it targets or 
presented indirectly to another party or through a change in the learning environment) of support 
opens up a number of different ways ACLS can be delivered (Figure 1; see Walker, Rummel & 
Koedinger, 2009a): In many existing ACLS approaches, modelled after individual intelligent tutoring 
systems, support is explicit and direct (see lower right quadrant of Figure 1). However, as illustrated in 
the Figure, several other possibilities for how to deliver ACLS arise when exploring the quadrants of 
the combination space. Peer-Mediated Feedback encourages collaborating partners to co-regulate their 
learning. For example, if one student is not explaining a step clearly, we can prompt their partner to 

approach is indirect, as the feedback does not directly address the relevant student, and it is explicit 
because the next course of action is clear. Adaptive Resources are resources provided to students at 
moments when they need them. For example, a video related to a given concept could be presented 
when a student may be thinking of applying the concept. The resource is directed to the relevant 
student, but the course of action suggested is implicit. Adaptive Opportunities modify the learning 
environment in order to create learning opportunities for students, for example, by assigning problems 
adaptively to students based on their previous interactions. Here, the change to the learning path is 
implicit, and feedback is presented indirectly.  

This example illustrates possibilities for combining of two dimensions of support. At this 
point in time, we do not know a principled way of choosing from among these possibilities, however, 
in any given learning context. Further, in order to arrive at the nuanced support illustrated in the 
Utopian scenario, decisions about support ought to be coordinated across all possible dimensions. This 
will only be possible if we work towards a comprehensive instructional framework of ACLS in the 
next years.  

A further desirable aspect of the aspired instructional framework is to allow us to better 
balance system adaptivity and feedback with user choice and freedom. A focus on optimizing 
adaptivity of ACLS runs the risk of overemphasizing the role of the system in guiding the students, 
rather than empowering students and teachers to make good pedagogical choices with the help of 
educational technology. More research effort should be dedicated to the adaptability of ACLS systems 
(i.e. the possibility for users to adjust the collaborative learning situation to their current needs or goals 
by making active choices). There is some research on how to design CSCL systems that enable users 
to adapt them to their needs. For instance, mirroring systems that present to students visualizations of 
their collaborative activities enable students to use the visualizations to make their own adjustments to 
their collaborative activities (Soller, et al., 2005). In another example, it has been investigated how 
collaboration scripts may be used to shift from system-regulation to self-regulation of a group (i.e. co-
regulation of the learners) by fading out the script and transferring control to the learners within a 
group 
attempts have been made to make collaboration scripts adaptable, for example, to enable teachers and 
learners build their own scripts with the help of interoperable script components, (e.g. Prieto, Muñoz-
Cristóbal, Asensio-Pérez, & Dimitriadis, 2012)., Adaptability by users is an area where further 
research is needed in the future.  
 
CONCLUSION 
 Our vision for creating empowering ACLS in 2040 centers on the development of a 
comprehensive instructional framework that integrates theory of how people learn by collaborating 
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and instructional theory of how to support collaboration with instructional design principles based on 
rigorous empirical research. The instructional framework we envision would be detailed and precise 
enough to facilitate the implementation of nuanced, highly adaptive support in educational software. 
Development of this framework would include three components: 

1. The integration of theories of collaborative learning to create a comprehensive framework 
that, alongside data-driven models, can inform support; 

2. The derivation of principles of when, how, and what support to provide, which integrate 
the dimensions of support, so that decisions can be made in a coordinated and transparent 
manner; 

3. The derivation of methods for balancing adaptivity and adaptability within support. 
The research agenda we are advocating is a challenging one, because of the multidimensional nature 
of the support space mapped out above. It seems likely that in 2040, we will not be all the way to 
having a comprehensive and actionable instructional framework, but substantial progress is possible 
and necessary to avoid the problems introduced in the Dystopian scenario. If we are successful, the 
future will be like our Utopian scenario, where ACLS empowers students and teachers to make 
choices in learning contexts that foster promotive collaborative interactions and enhance the outcomes 
of collaborative learning activities.  
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