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Abstract

In the future generation mission-centric tactical network, 3D UAV mesh net-
work will play a crucial role for its several advantages. However, any ad-
versarial node with the 3D movement capability poses a significant threat
to these networks as the adversary can position itself to attack the crucial
links. An adaptive beamnulling antenna is used to spatially filter out signal
coming from a certain direction which can maintain the links active without
requiring additional spectrum. However, determining the beamnull region is
very challenging for jammer with mobility. This paper presents a distributed
mechanism where nodes measure the jammer’s direction in a discrete inter-
val and determine the optimal beamnull for the next interval. Kalman filter
based tracking mechanism is used to estimate the most likely trajectory of
the jammer from noisy observation of the jammer’s position. A beam null
border is determined by calculating confidence region of jammer’s current
and next position estimates. An optimization goal is presented to determine
the optimal beam null that minimizes the number of deactivated links while
maximizing the higher value of confidence for keeping the jammer inside the
null. The framework works in the physical layer and can work with any up-
per layer protocol. The survivability of a 3D mesh network with a mobile
jammer is studied through simulation that validates an 96.65% reduction in
the number of jammed nodes.
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1. Introduction

The advent of class-1 (micro) and class-2 (small) unmanned aerial vehi-
cles (UAV) and unmanned ground vehicles (UGV) is not only increasing the
trend of 3D wireless networks but also providing a new dimension to next-
generation wireless networking and service provisioning [2, 3, 4, 5]. The next
generation public safety sector/first responders/law enforcement community,
including on-site police, firefighters, emergency medical services understand
the need to maintain robust and interoperable communications [6]. Thus
from the public safety sectors’ standpoint, enabling UAV technology with
highly efficient 3D mesh networking is a great way to solve the problem of
radio access without infrastructure, to augment current and emerging com-
munications capabilities and has been the subject of many recent discussions
within the first responder/law enforcement community [7, 8]. A network of
UAVs or UAV and ground vehicles are commonly referred to as 3D mesh net-
works [9]. In future, autonomous UAVs are anticipated to play crucial roles
in missions such as disaster monitoring, firefighter network, provide relay for
ground networks, military or tactical field.

Even though UAV 3D mesh networks are recently emerging, such net-
works are also prone to various attacks by intelligent malicious agents [2].
The broadcast nature of the wireless medium makes these networks vulnera-
ble to unwanted interference and jamming [10, 11, 12]. Interrupting a subset
of links in a mesh network may result in service disruption over a wide area.
The capability of movement in all three directions further strengthens the
adversary, which can jam a particular area to cause the highest impact on
the defending network. Hence, mitigating jamming attacks has been a crucial
research issue for the wireless community [13].

In 3D mesh networks, information can be routed over a large geographic
region through multiple relay nodes situated at different heights. Isotropic
antennas are inherently used in this kind of network due to their simple design
requirement. An example can be seen in Figure 1 where nodes a, b, c, d, e, f, g, h, i
are located at different heights. In absence of any jammer, d can communicate
with a through intermediate nodes b and c. An intelligent and moving jam-
mer can position itself to jam a subset of nodes. Jamming a small subset of
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Figure 1: Advantage of beamnulling

the nodes can disrupt a large 3D mesh. In recent times, many defense mech-
anisms have been proposed against jamming such as spatial retreat, spread
spectrum, channel surfing, etc. However, these approaches lack efficiency in
aspects such as completely disconnecting nodes inside jammed region from
the rest of the network or the requirement of additional spectrum. In our
example, as the jammer comes into the picture, nodes b and c are unable to
communicate with isotropic antennas. The routing protocol now determines
a new route through nodes f, g, h and i. This approach not only increases
the end-to-end delay but also escalates congestion on the intermediate nodes.

An alternative approach that does not require additional nodes and pre-
serves bandwidth is spatial filtering with beamforming antenna arrays [14].
This approach exploits the beamformers’ ability to detect the Direction of
Arrival (DoA) of signals. This direction is then used to modify the array’s
response, so the interference sources are placed in the nulls of the antenna.
Beamforming antenna systems that implement this mechanism are known as
Adaptive Nulling Antennas (ANA). In this approach, nodes b and e can cre-
ate beam nulls towards the jammer and still communicate with each other.
So, a and d can communicate using the path a − b − e − c − d. The ability
of adaptive beamnulling not only helps maintain the communication in the
jammed region but also reduces the number of hops in a multi-hop mesh
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network.
Recently there are some works in applying adaptive nulling antenna to

avoid jamming [15, 16, 17, 18]. Also, with the advancement of software
defined radios and digital signal processing, a transceiver can adaptively
beamform and estimate the direction of arrival of a signal online [19, 20].
However, the effect of beamnulling on mobile mesh network has not been
studied before. We investigate the applicability of adaptive beam nulling
on the survivability of a mesh network by proposing a framework that de-
termines optimal beamnull widths after observing the location of jammers
at discrete time intervals. A beam null is defined by the cutoff angle inside
which the gain of an antenna is zero. In a 2D plane, a node can decide two
beam null borders by estimating the most likely region where the jammer
may move, measured in terms of one angular position θ. In 3D space, the
probability estimates of angular position can be denoted by θ (azimuth) and
φ (altitude). Details about θ and φ are provided in section 3.2. As the jam-
mer is mobile, constructing beam null for every position of it in continuous
time manner degrades the legitimate communication with other neighbors.
Hence it is more feasible for a beam null to be constructed at discrete inter-
vals while estimating future movements of the jammer in the next interval.
The probable path of the mobile jammer follows a joint probability distribu-
tion in terms of θ and φ. Creating a beam null with hard borders in θ and
φ would create a wide beam null. Thus, the joint probability distribution of
an estimated path should be estimated with noisy measurement of jammer’s
DoA. This paper aims to find the optimal way to determine the beam null
border in the 3D plane.

Again, in a mesh network, centralized controlling is not preferred due to
the delay imposed on the control messages and anticipation of lost messages.
In our earlier work, we proposed a technique where the nodes perform beam
nulling dynamically in a distributed manner [21]. Each node in a 3D mesh
observes the Direction of Arrival (DoA) of the jammer’s signal relative to
observer’s local coordinates. In that work, nodes used a higher and lower
cutoff of angles both in θ and φ directions. To keep the jammer inside the
beamnull, the defender nodes used safety buffer zone. In contrast, in this
paper, we proposed a framework where the defender nodes can optimize the
beamnull considering heterogeneous links and different confidence to keep
the jammer inside beamnull after predicting the most likely trajectory of
the jammer by learning from the history of its movements. The framework
is further extended to optimize beam nulls for multiple jammers. However,
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hardware limitations induce error in the measurement which can be reduced
using Kalman filter [22] based tracking mechanism. With the Kalman filter,
this noisy observed data can be smoothened, and an estimated position of the
jammer can be obtained. At each step, a confidence region can be mapped,
for both the current position and predicted movement. Each node uses this
area as its beam null to avoid jamming until the next DoA measurement
of the position of the jammer. The null becomes very wide if we require
higher confidence in estimation which, in effect, increases the number of le-
gitimate neighbors to be shadowed in the null. With the known movement of
neighbors, a node can choose an optimal beam null that maximizes the prob-
ability of keeping the jammer inside beamnull while reducing the number of
link failures due to shadowing. This paper investigates the issue of beam null
width and proposes an optimization technique which determines the optimal
beamnull to be used considering multiple mobile jammers and heterogeneous
links. Again, a group of nodes may be isolated from the other nodes due to
multiple link failures. Thus, our algorithm also aims to reduce the number of
islands (i.e. number of isolated group of nodes). The simulations confirm the
effectiveness of the proposed mechanism as average node jamming is reduced
by 96.65%, connectivity is increased up to 42.47% and 91.21% fewer islands
are created.

The remainder of this paper is organized as follows: Section 2 provides
background studies on anti-jamming and beam nulling. Section 3 presents the
system model and the problem statement. Section 4 describes the proposed
methodology of adaptive beam nulling in 3D space. Section 5 describes the
simulation setup and results. Finally, Section 6 concludes the paper.

2. Related works

A wireless jammer can launch a denial of service attack on a set of nodes
by transmitting a strong noise signal. Detection of jamming is a widely stud-
ied topic in wireless communication [23, 24, 25, 26]. Our proposed algorithm
is built with the assumption that jamming is detected with cross-layer jam-
ming detection mechanism. A receiver can detect jamming when an anomaly
is detected between the physical and data link layers parameters. For exam-
ple, an anomaly can be when received signal strength is high but data is not
decoded, or if a node receives beacons from other nodes but not actual mes-
sage due to reactive jamming. Cross-layer mechanisms that observe several
system parameters, such as carrier sensing time, packet delivery ratio, signal
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Figure 2: Schema for ANA

strength, etc. are measured, and the consistency check among them are used
to detect jamming. As the current work aims at the theoretical framework
for jamming prevention, the proposed model is built on the assumption that
jamming is detected.

Earlier works on the defense against jamming attacks include spatial re-
treat, spread spectrum, frequency hopping, mapping jammed regions, placing
decoys, etc. In spatial retreat, nodes relocate to new positions to avoid jam-
ming [27]. Another approach is to use direct sequence spread spectrum [28],
where a network uses wideband spectrum and transmits with lower data
rates to communicate in the presence of a strong jamming signal. A network
switches its operating frequency upon detection of jamming in the frequency
hopping [29] technique. Another solution for intensely populated networks
is to map the jammed region and route packets around the jammed region
[30]. In [31, 32], we proposed CR-Honeynet, a decoy based mechanism where
the network learns about the strategy of an attacker through the history of
attacks and bypasses attacks by luring the assailant towards active decoy
nodes. The constraints associated with these techniques are that these tech-
niques either require additional resources or the nodes within the jamming
region cannot communicate.

In contrast to the works mentioned above, we use adaptive beamforming
antennas for spatial filtering to create a null gain towards a jammer. With
the beamnulling approach nodes inside jammed region can also communicate
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with neighbors without requiring additional resources. An antenna directs
the energy with a different gain in different directions in terms of θ (azimuth)
and φ (altitude). Figure 2 illustrates the logic circuitry of a beamforming
antenna array. Each element processes the desired signal mixed with interfer-
ence and noise. Different weights are assigned to each element by the control
process to create the desired gain pattern. In case of ANA, the weights are
assigned in such a way that the radiation pattern creates a null in the de-
sired direction. Once the desired angular direction and the width of the null
are determined, the beamformer calculates the weight values for creating the
desired antenna pattern with null.

Determination of weights on the antenna elements to create a desired
beamform is widely studied in the literature. Some of the major weight
calculation methods are Dolph-Chebyshev weighting, Least Mean Squares
(LMS) and Conjugate Gradient Method (CGM) [33]. In the case of mo-
bile ad hoc networks, in which the directions of desired and interference
signals are unknown and may vary, Stochastic Search algorithms are ap-
plied [34]. Examples of such methods are Gradient Search Based Adaptive
algorithms [35, 36, 37], Genetic Algorithms [38, 39, 40] and Simulated An-
nealing [41, 42]. Thorough reviews and comparison of beamforming methods
and algorithms are provided in [34] and [43]. In our study, we consider that
null is a cone in the isotropic beam pattern. The gain inside the null is
negligible.

The direction of arrival (DoA) of the jamming signal needed to be mea-
sured before determining the beamnull. Estimation of DoA has been widely
studied in the literature. Proposed algorithms can be broadly classified into
beamscan algorithm and subspace algorithm [44, 45, 46]. In beamscan meth-
ods, a region is scanned with conventional beam and the square of the re-
ceived signal magnitude is recorded. Minimum Variance Distortionless Re-
sponse (MVDR) and root MVDR are two examples of this class. [47]. On
the other hand, the orthogonality between the signal and noise subspaces
are exploited in subspace algorithms. MUSIC, Root-MUSIC and ESPIRIT
are among the most efficient subspace DoA estimation algorithms in antenna
arrays. A thorough review and comparison of widely used DoA estimation
methods have been provided in [48]. The current work does not deal with
measuring DoA with actual antenna arrays. Instead, it simply assumes that
DoA can be measured with an error that follows a normal distribution over
θ and φ. In the next section, we describe the theoretical framework to deter-
mine the optimal beamnull to keep the jammer’s predicted movement within
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the beamnull with discrete DoA measurement.

3. System Model

The defending network considered in this study is a multi-hop UAV mesh
network and arbitrarily distributed in their operating space. Each node is
equipped with an antenna array capable of DoA estimation and beamforming.
The jamming attack is sought to be carried out by one or more entities that
transmit jamming signals to cause destructive interference on the network.
If the Signal to Interference and Noise Ratio (SINR) of node communica-
tions falls below a threshold, the receiver node is considered as jammed. The
threshold value of SINR depends on the MAC protocol as well as the mod-
ulations and coding scheme. Since the approach proposed in this network is
developed to operate on the physical layer, it remains independent of upper
layer protocols such as MAC and routing.

3.1. System assumptions

i) The jammer is assumed to be a node that moves and transmits a disrupt-
ing signal on the same frequency as the ad hoc network. The defending
network is following a formation while moving and the relative movement
is negligible.

ii) Each node individually detect jamming. Our proposed algorithm is built
on the assumption that jamming is detected as described in Section 2.
Each node also monitors the DoA of the jammer relative to its local
coordinates. The jammer’s DoA is distinguished as the relative posi-
tion of the neighbors are known. Nodes cannot determine the distance
of a jammer accurately as it would require precise distance measuring
hardware.

iii) Each node is equipped with a beamforming antenna array, capable of
introducing nulls in its default isotropic radiation pattern. The antenna
is considered to be an ideal beam null antenna that poses a gain of 0 in
the null region or null cone. The time required to change the beam of
ANA is negligible compared to the change in the jammer’s position as
the beamnull creation takes time in the order of microseconds while UAV
position takes time in the order of seconds [15]. Beamformers are as-
sumed to have sufficient spatial resolution to form the calculated nulled
regions with sufficient accuracy [49, 50, 51]. Introducing a null in the
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Figure 3: Representation of proposed mechanism

Figure 4: Depiction of null boundary

omnidirectional pattern of a beamforming node may be interpreted as
changing the mode of communications to directional transmission, hence
necessitating the use of Directional MAC protocols [52]. However, the
higher network layers can operate under the default assumption of omni-
directional transmission, as the nulled region is already under jamming
and no hidden/exposed terminal problem may arise from its direction
[53]. This approach, therefore, eliminates the overheads associated with
most directional communications schemes [54, 55, 56].

iv) A beam null is a region in the direction in which the antenna gain is
so low that the signal arriving in this region will not have any effect
on the receiver. Figure 4 illustrates an example of a gain pattern in
2D and its corresponding null borders. Here, bh and bl are the null
borders. Within the receding lobes bounding the nulled region, the gain
of received signals falls below the sensitivity threshold, while interference
remains above the required cutoff. Hence, the entire transition region
is blind to communications, which is accounted for by the addition of
smooth transition buffers to the beam nulled angle. These regions are
defined by borders rh and rl. As the gain pattern illustrated in this figure
demonstrates, the nulled region is essentially bounded by receding lobes
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rather than sharp cutoffs. The signals arriving outside of these regions
will have full reception. Communication is not possible with neighbors
who lie in the buffer or the null region and hence considered as shadowed
in the beam null. In the rest of this paper, we consider the beam null
borders to be the boundary in which gain is below interference cutoff
(i.e., bh and bl).

v) A node can not determine the DoA of jammer’s signal while it is com-
municating with its neighbors. To determine the jammer’s DoA, it goes
through a sensing phase at every τ seconds interval. We assume that
a node communicates with its neighbors in between sensing intervals.
During normal communication phase, nodes cannot determine whether
an interference is caused by another legitimate node in the network or
by a jammer.

3.2. Mitigation of Jamming by Adaptive Beam Nulling

The proposed framework uses adaptive beamnulling to avoid jamming.
Figure 3 provides a block representation of the relevant network layers in
a node implementing this framework. The jamming detection module uses
measured parameters from the medium access control (MAC) and physical
layers such as carrier sensing time, packet delivery ratio, signal strength,
etc. Various methods for detection of jamming signals have been proposed
in the literature, but as the focus of this work is on mitigation of jamming,
we assume jamming signals are detectable. Interested readers may refer to
[23, 24, 25] for more details on detection techniques. The adaptive beam
nulling block uses the DoA measurement of jamming signal and dynamically
modifies the beamforming weights of the radio interface to create a null
towards the jammer. The upper layer protocols are unaffected by the beam
nulling procedure. If a link fails due to a node falling inside the beam null of
its neighbor, the routing protocol treats this as a link failure and utilizes an
alternative route.

The movement of a jammer can be monitored in the 3D plane by a node
relative to the observer’s local coordinates. The history of the movement
of the jammer can be used to predict the possible movement of the jammer
in the following stage. A node periodically senses the wireless environment
and detects the Direction of Arrival (DoA) of the jammer’s signal at a time
interval of τ . Figure 5a provides an example of measuring DoA in 3D space.
At each interval (k), DoA of the jammer is measured in terms of (θk, φk) w.r.t.
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(a) Schema for estimation
in 3D (b) 2D representation (c) Actual beam null

Figure 5: An example of tracking the jammer and creation of beam null

local coordinate system of the observing node. If the received jamming signal
is above an interference threshold, then it is identified as a jamming attack.
Let us assume xk(θ, φ) is the position of the jammer at interval k. If we take
the projection of line connecting xk and the origin of the local coordinate on
XY plane, then the angle between the projection and X-axis is denoted as
θk. The angle between the projection and the actual line is denoted as φk.

Figure 5b provides a simplified 2-dimensional representation of the move-
ment of the jammer. Values of θk are plotted on the X-axis whereas the
Y-axis represents φk of measured DoA. The solid black line represents the
actual movement of the jammer. A node may err in measuring DoA due to
many reasons such as hardware degradation, multipath propagation of the
jammer’s signal, etc. The red points indicate the measured DoA at each
measurement interval k. After observing the history of jammer’s movement,
a node can efficiently predict the possible trajectory of the jammer within
the next observation at the interval k + 1. As noise is incurred in measuring
the DoA, a node should use a confidence region for estimating the movement
of the jammer. At interval (k), a confidence region for DoA of the jammer
at interval k can be determined along with a confidence region for estimated
location of the jammer at interval k + 1. A region can be mapped that in-
cludes the possible trajectory of the jammer in between observations k and
k+ 1. Figure 5b represents the cross-section of null border in terms of θ and
φ whereas Figure 5c provides an illustration of the created null in 3D. The
signal from a node whose DoA falls in the null region will have a negligible
gain. Thus, signals from the jammer as well as the neighbors that are shad-
owed in the null will not reach a node’s receiver. The goal of the current
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Figure 6: Trade off of having wider null region

work is to determine the optimal beamnull that minimizes the number of
link failures due to the beamnull and maximizes the confidence of avoiding
the attack.

3.3. Problem Statement

Figure 6 illustrates the effect of beamnulling against a moving jammer.
The picture emphasizes the effect of null region size of node a in between
sensing intervals k and k + 1. The one-hop links for node a with its neigh-
bors b, c, d and e are depicted here. Node a observes the DoA of the jammer
at every sensing period k ∈ [0, 1, . . . ]. As the observation is not continuous,
a takes into account the movement of the jammer in between the sensing
periods. By learning from the history of the position of the jammer, a node
can predict the probable trajectory of the attacker at step k + 1. If move-
ment pattern of the jammer is random, the prediction accuracy decreases.
Therefore a buffer region should be considered which will guarantee to keep
the movement of the jammer within the buffer zone. This buffer zone can be
used to create the beam null.

Again, Figure 6 presents two scenarios of the beam nulling. If a uses a
bigger null, the probability of the jammer movement being inside the null
increases. Having a bigger null increases the number of neighbors to be shad-
owed in the null, which in turn causes the link with the shadowed neighbors
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to be disconnected. With a bigger null, a can maintain links with b and e
whereas links to c and d fail. With a smaller null as depicted in the figure,
a can preserve link c. However, as the jammer moves to the position in step
k + 1, the jammer falls outside of the beam null used by a. As soon as a is
exposed to the jammer, a would experience jamming that results in failure
of all links of a. The trade-off for widening the beam null to cover the prob-
able movement of the jammer with higher confidence comes at the cost of
disabling some links that are not affected by the jammer. Hence, the goal of
this paper is to derive an optimization technique that considers the cost and
benefits of beam null and finds out the optimal beam null region.

4. Proposed solution technique

This section describes the proposed technique of observing jammer’s move-
ment, predicting its next movement and obtaining an optimal beam null.
Furthermore, we extend our study to derive optimal beam nulls in the pres-
ence of multiple jammers.

4.1. Tracking movement of a jammer with noisy observation

The Kalman filter provides an estimation of the position of the jammer
when there is an error in obtaining the jammer’s position. After obtaining
the history of possible jammer’s position, the node obtains the next possible
position of the jammer using multivariate time series analysis. The Kalman
filter is a recursive equation that aims at minimizing the mean-square esti-
mation error of a random variable x. It assumes that a random process to
be estimated can be modeled in the form of

xk+1 = Fkxk + wk (1)

Measurements of this process occur at discrete time intervals. The filter
assumes a linear relationship between the observation and the actual state
of the process

zk = Hkxk + vk (2)
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Where,
xk = (n× 1) state vector at time tk
Fk = (n×n) state transition matrix relating

xk to xk+1

wk = (n × 1) input white noise with known
covariance

zk = (m×1) observation or measurement at
time tk

Hk = (m× n) observation matrix giving the
noiseless connection between the mea-
surement and the state vector

vk = (m × 1) white sequence measurement
error with known covariance

The filter assumes that Fk,Hk, and the covariance matrix describing
wk,vk are known. The covariance matrices for the wk and vk are given by

E[wkw
T
i ] =

{
Qk , i = k
0 , i 6= k

(3)

E[vkv
T
i ] =

{
Rk , i = k
0 , i 6= k

(4)

E[wkv
T
i ] = 0 ,∀k, ∀i (5)

Figure 7 provides a representation of the Kalman filter process [22]. It
starts with an initial or apriori estimate about the first observation and
its covariance. At every step k, it takes measurement zk and updates the
estimated state (x̂k) of the actual process. The covariance of the estimated
state (Pk) is also updated. Then it predicts the state of the actual process on
the next step (x̂k+1−) and the covariance of the predicted next step (Pk+1−).
Then it updates the gain of the filter Kk and waits for the next measurement.

Now, for our system, the actual state of the jammer (xk) consists of
four variables: θ, θ̇, φ, φ̇. Here θ̇ and φ̇ are velocity in θ and φ directions
respectively. We can write eq. 1 as

θ(k + 1)

θ̇(k + 1)
φ(k + 1)

φ̇(k + 1)

 =


1 τ 0 0
0 1 0 0
0 0 1 τ
0 0 0 1



θ(k)

θ̇(k)
φ(k)

φ̇(k)

+ wk (6)
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Figure 7: Kalman Filter iteration [22]

A node can observe only the position of the jammer in terms of θ and φ.
Then eq. 2 can be written as

[
zθ(k + 1)
zφ(k + 1)

]
=

[
1 0 0 0
0 0 1 0

]
θ(k)

θ̇(k)
φ(k)

φ̇(k)

+ vk (7)

As the error in DoA measurement or noise in the process follows a Gaussian
distribution, we can consider,

wk ∼ N (0,Q) (8)

vk ∼ N (0,R) (9)

where vk is the DoA estimation error while wk is the error or displacement
of the jammer from it’s intended position.

4.2. Constructing beam null

At each step k, a node observes the position of a jammer in terms of
θ and φ. Note that, we are not interested about the distance of the jam-
mer from the observer node and thus, do not construct the beam null using
(x, y, z) coordinates. This observation is fed to the Kalman estimator which
determines the estimated current position of the jammer (x̂k) and predicts
position of the jammer at next step (x̂k+1−). We construct two circles ©A
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and ©B whose centers are at the current estimate and predicted position
respectively.

[
θA
φA

]
=

[
1 0 0 0
0 0 1 0

]
x̂k (10)[

θB
φB

]
=

[
1 0 0 0
0 0 1 0

]
x̂k+1− (11)

Two confidence regions are determined that enforce certain confidence
level for the estimation process. Having a bigger diameter for the confidence
circles will result in a greater probability that the jammer is inside the circle.
We consider the diameter of the circles to be s times the standard deviation
of the estimated position and the predicted position. The filter also provides
two covariance matrices: covariance for the current position estimation (Pk)
and covariance for predicted position in next step (Pk+1−). Pk contains
covk(θ, θ) and covk(φ, φ). Pk+1− contains covk+1−(θ, θ) and covk+1−(φ, φ).
The radii for ©A and ©B are respectively,

rA =
s

2

√
max(covk(θ, θ), covk(φ, φ)) (12)

rB =
s

2

√
max(covk+1−(θ, θ), covk+1−(φ, φ)) (13)

The beam null contains two circles and the region where the jammer may
be in between two measurement updates. It is estimated that jammer is
inside ©A at step k and predicted to be inside ©B at k + 1. If the jammer
moves straight in between the two measurement intervals, then it can only
move in the area covered by the two circles and their outer tangents. If one
circle covers the entire region (i.e. one circle stays inside the other), then the
beam null will only be the bigger circle. The condition for this is as follows:

max(rA, rB) > min(rA, rB) +
√

(θA − θB)2 + (φA − φB)2 (14)

If the above condition is not valid, then the null area is determined by cal-
culating the common outer tangents.

4.2.1. Determining the outer tangents

Let the center points of two circles©A and©B beA(θA, φA) andB(θB, φB)
respectively. The radii for these two circles are rA and rB respectively. Let us
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(a) rA > rB (b) rA < rB

Figure 8: Schema to obtain common outer tangents

have a look at representation of θ and φ on a 2D plane as illustrated in Fig-
ure 8a. From the previous section we have calculated θA, φA, rA, θB, φB and
rB. Now we are interested in determining the outer tangents that connect
these two circles.

Let us consider the case of Figure 8a where rA > rB. Let us consider
the tangents are CD and EF whose coordinates are unknown at this point.
A tangent of a circle is always perpendicular to the line that connects the
touching point and the center. Thus, CD ⊥ AC and CD ⊥ BD, which
entails that AC ‖ BD.

Now, lets consider a point G on line AC such that length of CG = rB.
As CD ⊥ AC, CD ⊥ BD, and CG = BD, quadruple GBDC is a rectangle.
Thus, GB ⊥ CG. This entails, GB ⊥ AG. Now we can calculate:

∠GAB = cos−1
AG

AB
= cos−1

rA − rB√
(θA − θB)2 + (φA − φB)2

(15)

Let us draw a line AX that is parallel to θ axis. We can calculate:

∠XAB = tan−1
φB − φA
θB − θA

(16)

Note that tan−1 provides the same angle for the first and third quadrant.
So, we checked the sign of numerator and the denominator and then cor-
rected the formula during simulation. If the target point is in third or fourth
quadrant relative to the observer, then π should be added to the tan−1 angle.
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As AC ‖ BD, both of these lines are making the same angle with θ axis.
The angle is ∠GAB+∠XAB. Thus we can determine the position of C and
D as:

θC = θA + rA cos(∠GAB + ∠XAB) (17)

φC = φA + rA sin(∠GAB + ∠XAB) (18)

θD = θB + rB cos(∠GAB + ∠XAB) (19)

φD = φB + rB sin(∠GAB + ∠XAB) (20)

We know that the lines connecting the center and two outer common tangents
make same angle with the line connecting the centers of the circles. Thus,
∠EAB = ∠GAB. So, ∠XAE = ∠XAB − ∠GAB. We can determine the
positions for E and F as:

θE = θA + rA cos(∠XAB − ∠GAB) (21)

φE = φA + rA sin(∠XAB − ∠GAB) (22)

θF = θB + rB cos(∠XAB − ∠GAB) (23)

φF = φB + rB sin(∠XAB − ∠GAB) (24)

It can be easily proven that these equations also hold true for the case of
rA < rB as demonstrated in Figure 8b. Regardless of radii of the circles, we
can use the above equation.

4.2.2. Determining if a node is inside beam null

The node needs to determine how many links would be broken due to the
newly created null region. If a node j has DoA of (θj, φj) relative to node i,
then j would be inside beam null if the DoA is inside either circle A, or circle
B or inside the quadruple CDEF . Figure 9 depicts a 2D representation of
θ, φ.

Total area covered by the null is

Area(©A) ∪ Area(©B) ∪ Area(�CDFE)

Now, let us consider the case of the quadruple CDFE. As two sides of this
quadruple are outer tangent of two circles, we can divide the area into two
non overlapping triangles: 4CDE and4DEF . So, the condition whether DoA
of j is inside the null is:

%j = %©A
∨ %©B

∨ %4CDE
∨ %4DEF

(25)
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Figure 9: Cross section of beam null in (θ, φ)

Where %©A
, %©B

, %4CDE
, %4DEF

are conditions for being inside circle A, circle
B, triangle CDE and triangle DEF respectively. Note that if one circle is
inside another circle as determined in eq. 14, we have to check only for the
bigger circle. Conditions for being inside circle A and B are:

%©A
=
√

(θj − θA)2 + (φj − φA)2 < rA (26)

%©B
=
√

(θj − θB)2 + (φj − φB)2 < rB (27)

Let us again look at the θ, φ representation on a 2D plane as in Figure 9. A
point j(θj, φj) is inside triangle CDE if the area of triangle CDE is same
as the sum of area of triangles jDE,CjE, and CDj. The area of a triangle
CDE can be calculated as:

A(4CDE) =

∣∣∣∣θC(φD − φE) + θD(φE − φC) + θE(φC − φD)

2

∣∣∣∣ (28)

The condition to check for the DoA of j inside triangles are:

%4CDE
=

{
1 if A(4CDE) = A(4jDE) + A(4CjE) + A(4CDj)
0 otherwise

%4DEF
=

{
1 if A(4DEF ) = A(4jEF ) + A(4DjF ) + A(4DEj)
0 otherwise

4.3. Optimization Goal

Let N be the set of nodes in a 3D mesh network. Let j ∈ N be a one-hop
neighbor of i ∈ N. With a known beam null, i can assess the probability of
the failure of link with j. Considering that j is not jammed, we can determine
the probability that link ij fails as
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P(ij fails) =

{
1 if %j = True
P(i is jammed) otherwise

(29)

= %j + (1− %j)P(node i is jammed) (30)

The probability of a node successfully avoiding jamming is same as the
probability that the jammer stays within the null during next transmission
interval. As the error in the DoA estimation model is a normal distribution,
we can say that probability of successful estimation would closely follow
Chebyshev’s inequality. In that case, if node i uses si standard deviation in
eq. 12 and eq. 13 for calculating circle diameters,

P(jammer in the estimated region) ≈ 1− 1

s2i
(31)

For the optimization purpose, we can consider,

P(node i being jammed) =
1

s2i
(32)

Thus, we can write,

P(ij fails) = %j +
(1− %j)
s2i

) (33)

In 3D mesh networks, every link has a different importance level in the
network. For example, if a link is relaying data from many nodes or a link is
transmitting crucial data, it can be assigned higher weight. It is in the best
interest of the network that these links are safeguarded against failure. Let
wij; i, j ∈ N denote the weight for a link between i and j. If all links are
equally important for a network then wij = 1;∀i, j. Thus, the optimization
problem becomes:

maximize
∑
j∈N

wi,j

(
%j +

(1− %j)
s2i

)

)
(34)

The lower value of si reduces the beam null region that in effect reduces
the number of deactivated links. However, it comes at a cost that there is a
higher probability of i being jammed that, in effect, deactivates all links of
i. Again, a very high value of si increases the number of deactivated links.
The maximization problem stated above is a convex optimization problem
that computes optimal si at every step.
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4.4. Algorithm

Each node i ∈ N follows Algorithm 1 at each step k to create the beam
null. At first i observes the position of the jammer zθ(k), zφ(k). If it is being
jammed and there is not enough data to predict the possible trajectory of the
jammer, i creates a beam null cone centering zθ(k), zφ(k) using a threshold
value rth as the radius of the beam null cone. Note that this fixed radius
cone would be used only at the first few steps of the observations. After
that, at each step k, the position estimates of jammer (xk,xk+1−) and the
covariances Pk,Pk+1− , are calculated. The optimal value of si is determined.
The optimal si is then used to determine the beam null. Node i uses this
beam null until the next observation at step k+1. At each step, the Kalman
filter algorithm is run which takes a negligible amount of processing time as
it deals with only matrix multiplications. The maximization of si also runs
in the order of N as it checks with the neighbor of j whether j falls in the null
region or not. The creation of the null depends on the hardware efficiency
which takes time in the order of microseconds [19, 20].

Algorithm 1: Algorithm for beam null at step k

1 measure angular position of jammer zθ(k), zφ(k)
2 if not enough observation then
3 create beam null centering zθ(k), zφ(k) with a cone radius of rth

4 else
5 Calculate xk,Pk,xk+1− ,Pk+1−

6 Determine optimal si using eq. 41
7 Create the beam null using optimal value of si

4.5. Defense against Multiple Jammers

So far we have discussed the calculation of a beam null for a single mov-
ing jammer. A node can defend itself against multiple jammers by adapting
its gain pattern to include multiple nullified regions [57, 58]. However, de-
termining the optimized beam nulls to defend multiple jammers is not very
simple. It is not just creating multiple independent nulls for each jammer.
The nodes need to consider joint probability of link failure for link shadowing
and probability of being attacked.

In this framework, a node maintains separate Kalman state vectors (x,F,w, z,H
) for each jammer. The node monitors the DoA jammer zvθ (k), zvφ(k) at an
interval of τ . Now, the node uses different standard deviation sv to create

21



(a) Movement of the jammer and corresponding
DoA measurements in (θ, φ) plane

(b) Visualizing the cor-
responding beamnull in
(x, y, z) plane

Figure 10: Creating beam null for multiple jammer.

the beam null border described in the earlier section. Figure 10 illustrates
the scenario. Figure 10a presents the observation of jammer’s DoA in (θ, φ)
plane. The solid line is the actual trajectory of the jammer in reference to
the observer. Dotted circles are associated with the DoA observations to
indicate the confidence region determined by the observer where the jam-
mer is at that moment. The radii of these circles are determined by the
coefficient matrices and the sv used. In this figure, we also illustrate the
beamnull border which incorporates the circle for current position and the
circle for the next predicted position. The actual beamnull representation
in 3D plane (x, y, z) is represented in Figure 10b. Here we do not show the
previous observations of the jammers. Instead, we just show the two beam
nulls corresponding to Figure 10a. The lower value of sv reduces the beam
null region that in effect reduces the number of deactivated links. However,
it comes at a cost that there is a higher probability of a node being jammed
that, in effect, deactivates all links. Again, a very high value of sv increases
the number of deactivated links.

For multiple beamnull, with known beam nulls, a node i can assess the
probability of the failure of link with j. Considering that j is not jammed, we
can determine the probability that link ij fails can be obtained by modifying
eq. 36 as:

22



P(ij fails) =

{
1 if ∃v∈V %vj = True
P(i is jammed) otherwise

(35)

= (1− P(i is jammed)) ∪ %vj + P(i jammed) (36)

where %vj checks if the link ij falls in the beamnull created for the jammer
v.

The probability of a node successfully avoiding jamming is same as the
probability that the jammers stay within the null during next transmission
interval. As the error in the DoA estimation model is a normal distribution,
we can say that probability of successful estimation would closely follow
Chebyshev’s inequality. In that case, if node i uses svi standard deviation in
eq. 12 and eq. 13 for calculating circle diameters for jammer v,

P(jammer v stays in beamnull) ≈ 1− 1

(svi )
2

(37)

P(all the jammers stay in beamnulls) ≈
∏
v∈V

(1− 1

(svi )
2
) (38)

For the optimization purpose, we can consider,

P(node i being jammed) = 1−
∏
v∈V

(1− 1

(svi )
2
) (39)

Thus, we can write,

P(ij fails) = ∪%vj + (1− ∪%vj )(1−
∏
v∈V

(1− 1

(svi )
2
))) (40)

Considering wij; i, j ∈ N denotes the weight for a link between i and j,
If all links are equally important for a network then wij = 1;∀i, j. Thus, the
optimization problem becomes:

maximize
∑
j∈N

wi,j

(
1− ∪%vj − (1− ∪%vj )(1−

∏
v∈V

(1− 1

(svi )
2
)))

)
(41)

The maximization problem stated above is a convex optimization problem
that computes optimal svi for each of the jammers at every step. The basic
idea is it is sometimes better to choose lower confidence beam null for a
jammer if that intended beamnull result in too many link failure.
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5. Simulation results and discussion

The proposed mechanism is evaluated in two methods. First, a custom
built simulator is used to analyze the performance regarding network connec-
tivity, and then to observe the performance of upper layer protocol in more
detail, we simulated the network using ns3.

5.1. Simulation setup

We built a custom simulator using python scripting language. It keeps
track of the performance at every tick interval of value τ seconds. The
parameters of the simulation are listed in Table 1. All nodes use Algorithm 1
individually to create the desired beam null. The nodes run the algorithm at
every tick interval after measuring the local DoA of the jammer. The goal of
this work is to evaluate the efficiency of the beam nulling mechanism. Hence,
we assume that the nodes are capable of detecting and measuring the DoA of
the jammer through the mechanisms proposed in [23, 24, 25, 44, 45, 46]. Next,
after running the algorithm, each node enters the communication phase,
in which nodes outside the beam nulled region can communicate. In the
meantime, if the attacker moves outside the nulled region of a node, then the
node is considered jammed, preventing it to communicate with any previous
neighbor. In the simulation, the nodes are positioned following a uniform
random distribution. Same positions are used to compare different mobility
models. The received power is calculated using the free space path loss model.
A link between nodes is active only if both nodes are inside each other’s
communication range, and only if none of them are jammed. If nodes fall
inside their neighbors’ null region, then the link is also considered broken.
We use three different 3D mobility models for the jammer [59]: Random
Walk, Random Direction, and Gauss-Markov; and compare the performance
in each case. A sample trajectory of each model is shown in Figure 11.
The performance of our proposed model is compared among these mobility
models, and the results are presented in Section 5.5

5.2. Performance Metrics

We use four performance parameters:

i) Average number of nodes jammed defines the average number of nodes
that are jammed during a simulation.
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Table 1: Simulation Parameters

Parameters Symbol Values
Simulation area 10, 000× 10, 000× 4, 000 m3

Transmission power 30 dBm
Received Power cutoff -78 dBm
Communication Frequency 2.4 GHz
Communication Radious 3146 m
Sensing interval τ 50 ms
Simulation Time 500 s
Jammer’ mobility model Gauss-Markov
Transition covariance Q 4× 4 identity matrix
Observation covariance R 2× 2 identity matrix
Estimated initial state x̂0− 4× 1 zero matrix

Initial state covariance P̂0− 4× 4 identity matrix
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Figure 11: Trace of different mobility models in 3D
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Figure 12: Simulation results
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ii) We define Connectivity as the total number of connected pairs. This
is a measure of how well connected the network is. It is defined as
the summation of connected nodes. More precisely, connectivity of a
network is 1

2
× (
∑

i∈N
∑

j∈N connected(i, j)), where connected(i, j) = 1 if
there exists at least one path from i to j, 0 otherwise.

iii) The third parameter is the average number of active links. A link be-
tween two nodes is considered to be deactivated if either of the corre-
sponding nodes is attacked or one of the nodes fall in the beam null of
the other. The total deactivated links are then divided by simulation
time to obtain the average.

iv) The next performance parameter considered is the average number of
islands. Sometimes a node or a group of nodes may be isolated from the
rest of the network. The simulator counts the number of islands present
in the network at each tick. If a network is completely connected, the
number of islands is 1. The more islands, the more disrupted a network
is.

5.3. Simulation varying number of nodes

To correctly evaluate the performance of the proposed scheme, two bench-
mark scenarios are considered. The first being isotropic antenna without
jammer, where all nodes use isotropic antennas for communication in the
absence of any jammer. The second scenario is the isotropic antenna with a
jammer, where isotropic antennas are used for communication in the presence
of a jammer. The third scenario uses the proposed adaptive beam nulling to
avoid the jammer.

Figure 12a depicts the comparison of the average number of attacked
nodes. We obtain the result for various node densities. As the simulation
area is fixed, the number of nodes represented in x-axis reveals the node
density. Nodes with an isotropic antenna are vulnerable to jamming. As the
density of nodes increases, more nodes are attacked as can be seen in the
figure. The proposed mechanism uses adaptive nulling and avoids jamming
attacks. Some nodes will observe jamming due to inaccurate prediction.
Note that a node would also experience jamming if the jammer was not in
the vicinity in the previous step and, as a result, the node did not use beam
nulling in that step. However, with the proposed scheme, nodes manage to
keep the number of attacked nodes close to the ideal case of the no jammer
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scenario. The results show that with the proposed mechanism, a network
can decrease the average number of jammed nodes up to 96.65%.

0

1000

2000

3000

4000

5000

a
v
e
ra
g
e
 c
o
n
n
e
ct
iv
it
y

0

200

400

600

800

1000

1200

a
v
e
ra
g
e
 n
o
. 
a
ct
iv
e
 l
in
ks

0 1 2 3 4 5
no. of jammers

0

20

40

60

80

100

a
v
e
ra
g
e
 n
o
. 
o
f 
is
la
n
d
s

omnidirectional
rectangular beamnull
optimized beamnull

Figure 13: Results with multiple jammers

Figure 12b provides the perfor-
mance of three scenarios regarding
average connectivity. At each tick,
the simulator calculates the connec-
tivity of the network. For a fully
connected network with n nodes, the
connectivity should indicate n(n−1)

2
.

For, a fully connected network with
100 nodes, the value should be 4950,
which can be seen in the plot. It can
be observed that with our proposed
scheme, the network remains almost
unaffected in terms of connectivity,
as the connectivity is close to the
benchmark case of no jammer. The
plot reveals that with the proposed
scheme, a network can increase its
connectivity to 42.47% in the pres-
ence of a jammer.

In Figure 12c, the average num-
ber of islands are represented. For a
very sparse network, where the num-
ber of nodes in the network is very
small, the network is not well con-
nected. In these cases, the network
is not fully connected, and the net-
work is divided into more than one
islands. Even for the benchmark

case of no jammer, there can exist more than one island. Multiple simu-
lations with the same number of nodes (N) are run with different random
node positions are run, and the average is taken to obtain reliable results.
For some generated graphs, the random position will make the network par-
titioned into islands. Thus, the average number of islands is not 1 even for
a high value of N. It can be observed that with our proposed algorithm, the
network can keep the number of islands very close to the scenario of no jam-
mer. The simulation reveals that with proposed beam nulling method, the
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number of islands can be decreased by 91.21%.
Figure 12d depicts the average number of active links in the network dur-

ing simulation. The plot reveals that with proposed adaptive beamnulling,
the network can retain more active links in the presence of a jammer. With
the proposed mechanism, a network can retain 36.14% of its links that are
jammed. It is noteworthy to mention that although there are many links
deactivated, mostly due to neighbors being shadowed by beam null, the net-
work remains connected as discussed in earlier. This proves that the proposed
scheme successfully maintains the communication in the jammed region.

5.4. Simulation with multiple jammers

We simulated the network with multiple jammers to illustrate the behav-
ior of the adaptive beam nulling method as described in Section 4.5. The
simulated network consists of 100 nodes, the rest of the parameters are kept
same as before as listed in Table 1. In Figure 13 we plot the simulation
results. Simulations are performed for a different number of jammers in be-
tween 0 and 5, where 0 represents the case of no jammer as a benchmark of
best case scenario.

In our earlier work, we have proposed a framework that creates beam nulls
whose borders are defined by lower and higher cutoffs in θ and φ direction.
We call this framework as rectangular beamnull creation [60, 21].

Results show that using the optimized beam nulling improves the network
connectivity when compared with the same case with the omnidirectional
antenna. In all the observed results, we see improvement from our earlier
framework that creates rectangular beamnull.

5.5. Simulation with upper layer protocols

To observe the effect the proposed mechanism may cause on the net-
work as a whole, we simulate the new approach in a full stack simulator,
namely ns-3 [61]. Ns-3 is a discrete event simulator that provides reliable
results when testing complex network configurations with all network lay-
ers protocols integrated. We focus the simulations on the interoperability of
the proposed framework with two mesh network routing protocols: Ad hoc
On-demand Distance Vector (AODV), and Destination-Sequenced Distance
Vector (DSDV). In both scenarios we consider the MAC layer to be the IEEE
802.11b standard. AODV can be considered a hybrid protocol as it has both
proactive and reactive characteristics. It maintains a route for as long as
possible, but it only discovers a new route if there is data to be sent. This
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Table 2: Simulation Parameters for ns-3

Parameter Value
Number of nodes 100
Tick interval 50 ms
Simulation time 500 s
Transport layer protocol TCP
Dimension 10× 10× 10 km3

Number of sources 10
Number of destinations 10
MAC protocol IEEE 802.11b
Receiver Sensitivity -78 dBm
Propagation loss model Friis free space propagation
Data rate 1 Mbps

scheme may cause some delay if there is data ready to be sent but no route
has been discovered yet [62]. DSDV on the other hand proactively maintains
the routing table updated, regardless if there is data to be sent or not. It
may be unfit to use DSDV is highly mobile ad hoc networks since it requires
new sequence numbers before the entire topology converges [63].

We use a proof-of-concept antenna model to simulate our proposed mech-
anism [64]. The model has only a few parameters: beamwidth, gain inside
the beamwidth, gain outside the beamwidth and orientation. For our pur-
pose, the beamwidth represents the nulled region, and the gain inside it is
set to −60 dB, while the gain outside is 0 dB. The orientation is defined by
the DoA of the jamming signal. The ns-3 simulation parameters are listed
in Table 2, while Table 3 and Table 5 provide default values for AODV and
DSDV, respectively. The data traffic is generated by 10 random nodes and
received by another 10 random nodes (i.e. one source has only one desti-
nation). We define three different types of application, which generate data
in different data-rates. The probability of a node to select a certain type of
traffic, and the respective data-rate it generates, are defined in Table 4.

Once again we compare different mobility models for the jammer. We
measure four performance metrics: throughput, mean delay, mean hop counts,
and packet delivery ratio (PDR). Their definition is as follows:

• Throughput: the number of bytes received by a node in the applica-
tion layer.
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Table 3: Parameters for Simulating AODV

Parameters Values
Hello interval 1 s
RREQ retries 2
RREQ rate limit 10 per second
RERR rate limit 10 per second
Node traversal time 40 ms
Next hop wait 50 ms
Active route timeout 3 s
Net diameter 35
Max queue length 64 packets
Max queue time 30 s
Allowed hello loss 2
Enable hello TRUE
Enable broadcast TRUE

Table 4: Application layer parameters

Application Bytes generated Probability
Text 10000 0.6
Image 500000 0.3
Video 5000000 0.1

Table 5: Parameters for Smulation of DSDV

Parameters Value
Periodic update interval 15 s
Max queue length 500 packets
Max queue time 30 s
Max queue per destination 5packets
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Figure 14: Simulation results with AODV as routing protocol

• Mean delay: average time all packets (data and control) take to arrive
at the destination.

• Mean hop count: average number of hops all packets take to reach
the destination.

• PDR: the ratio between the number of packets received by the desti-
nation nodes to the number of packets sent by the source nodes.

As mentioned before, we compare this beamnulling framework with our
previous work on the same subject area [60, 21], where the proposed approach
estimates the speed and direction of the jammer based on the previous mea-
surements. In that work, the beam null has a rectangular border in the (θ, φ)
plane. We compare both beam nulling models with two benchmark scenarios.
One is considered the best case scenario, where nodes use an omnidirectional
antenna, and there is no jammer to disrupt the system. The second is the
worst case, where nodes use omnidirectional antennas, but there is a jammer,
meaning nodes cannot adapt to avoid the jamming signal.

The results for AODV and DSDV routing protocols are shown in Figure 14
and Figure 15 respectively. The network connectivity for both beamnulliung
mechanisms is slightly affected by the mobility model of the jammer. The
average throughput plots show the improvement of the new framework com-
pared to our earlier work with rectangular beamnull. Overall the plots show
some fluctuation when varying the mobility models. However, both beam-
nulling approaches improve the performance most of the times or provide
close to the best scenario performances (note that the plots were zoomed
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Figure 15: Simulation results with DSDV as routing protocol

in for easier visualization). Comparing only the two mechanisms, the new
approach offers better indicators. The higher throughput provided by our
approach in Figure 15 Random Direction is due to the application proba-
bility: in average there are more nodes selecting a video application than
text or image. The higher PDR for the rectangular beam null is due to the
decrease in throughput.

In both AODV and DSDV, the proposed mechanism provides delay close
to the best case scenario. The worst-case scenario of the omnidirectional
antenna in the presence of a jammer results in several link failures, and
consequently some sources or destination nodes are prevented from commu-
nicating. Due to the less amount of traffic (from the blocked nodes), the load
and congestion on the rest of the nodes are reduced. Thus, the computed
delay is also reduced. However, the proposed mechanism allows nodes close
to the jamming radius to stay active, but with the loss of some links, some
rerouting is necessary to maintain the connectivity. As a result, the aver-
age hop count and delay increase. However, the results clearly indicate the
benefits of having optimal beamnull over the rectangular beamnull.

We have compared the performance of the proposed mechanism for four
different mobility model of the jammer. Random walk and random direction
models are more straightforward models and are therefore easy to predict.
Random direction model, the direction is not changed for a long time. Gauss-
Markov model provides more realistic movement of a UAV and the direction
of movement changes more frequently. Thus, larger beamnull is required
to keep a jammer inside beamnull. For Gauss-Markov model there is more
link failure. As a result, the number of hop count for delivering packets
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is increased which also increase the end-to-end delay. Since data is routed
using more hops, and the throughput is measured at the MAC layer, higher
throughput is observed high for Gauss-Markov model. The performance of
the proposed mechanism can be ordered as random direction, random walk
(distance), random walk (time) and then Gauss-Markov.

6. Conclusion

A 3D mesh network is vulnerable to mobile jammers. This paper investi-
gates the effectiveness of adaptive beam nulling in 3D mesh networks under
attack from a moving jammer. A schema is modeled that determines the
optimal beam null region from the estimated trajectory of a jammer in the
near future. The mechanism uses Kalman filtering to estimate the current
and future position of a jammer from a history of noisy DoA measurements
of the jammer. The covariance of the two angles denoting the predicted DoA
is used to create an optimal confidence region that minimizes link failure as
well as increased prediction efficiency. The research is further extended to
consider the case for multiple jammers. Here nodes track the movement of
jammers and create optimal beam nulls with different confidence for each
of the jammer. An optimization function is proposed that determine the
optimal confidence to be used to create beamnull for each jammer. Simu-
lation results support the effectiveness of the mechanism where the number
of jammed nodes decreases up to 96.65% compared to the legacy isotropic
communication under jamming.
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