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AUTHOR:  
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MCP servers are the “universal adapters” that let AI assistants and agentic 
IDEs access code, data, and tools. That power also creates new attack paths: 
poisoned tools, shadowed descriptions, rug pulls, and toxic flows that turn 
benign sequences of actions into data exfiltration or unsafe changes. This 
ebook maps those risks and shows how to operationalize defenses, so your 
teams can trust AI at full speed without trading away control.

Snyk is uniquely positioned to help. The Snyk AI Trust Platform secures AI-
generated code and AI-native applications at inception, in the developer 
workflow, CI/CD, and runtime, so “AI writes, Snyk secures.” Our open source 
MCP-Scan adds MCP-specific protections: static scanning of installed servers, 
runtime proxy enforcement, and Toxic Flow Analysis (TFA) to prevent the “lethal 
trifecta” of untrusted inputs, sensitive reads, and public writes.

WHO THIS IS FOR
•	 VPs of R&D / Engineering Directors who need a pragmatic, fast path to 

MCP safety without slowing delivery.

•	 CISOs / Security Leaders accountable for governance, evidence, and 
resilient incident response for agentic systems where MCP Servers and 
MCP technology, such as MCP Gateways and MCP Proxies, are likely to 
be adopted by engineering teams.

•	 Platform / DevEx / AI Enablement Teams operationalizing IDE agents and 
MCP servers at scale.
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5 KEY TAKEAWAYS

	�MCP servers expand blast radius 
They live on dev machines and bridge LLM 
intent to real systems, treat them as first-
class security assets.

	�Attacks are flow-based 
Real incidents chain legitimate tools into 
illegitimate outcomes. Prompt filters and 
prompt injection solutions alone won’t 
stop them.

	�Harden both statically and at runtime 
Scan installed servers for tool poisoning, 
shadowing, and rug pulls; enforce 
guardrails on live MCP traffic.

	�Adopt Toxic Flow Analysis 
Model and block risky sequences 
(untrusted → sensitive → public) across 
servers, tools, and data.

	�Secure at inception 
Integrate MCP-Scan and Snyk policies into 
the developer loop and CI/CD so AI can 
move fast, safely.
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SECTION 1

FOUNDATIONS OF MCP SECURITY
WHAT IS MCP (IN ONE MINUTE)
The Model Context Protocol (MCP) is a bridge that connects a Large Language Model 
(LLM) to AI applications. Instead of every app building bespoke connectors to files, repos, 
or SaaS tools, MCP standardizes the way AI systems attach to data and actions.

At runtime, an AI application (the host) uses an MCP client to connect to one or more 
MCP servers over JSON-RPC. Servers then expose several capabilities, such as:

	�Resources – contextual data the model can read (e.g., docs, repo metadata)

	�Prompts – reusable prompt templates and flows

	�Tools – executable functions the model can invoke (e.g., search, write file, 
run task)

Clients may also support sampling (server-initiated LLM calls), roots (scoped filesystem/
URI boundaries), and elicitation (asking users for more info).

Why MCP matters: MCP compresses integration time and unlocks richer AI assistance, 
inside IDEs, chat interfaces, or agentic workflows, by letting models reason with your 
actual context and safely perform bounded actions.

https://snyk.io/articles/a-beginners-guide-to-visually-understanding-mcp-architecture/
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THE SECURITY MINDSET (BEFORE WE DIVE INTO THREATS)
MCP enables safe patterns but does not enforce them. Security is an implementation 
choice, particularly around consent, scope, and tool execution. Four principles should 
anchor every deployment:

1.	 Explicit user control – Users approve data exposure, tool use, and any server-
initiated sampling.

2.	 Least privilege – Scope roots tightly; expose only the resources and tools that 
are necessary.

3.	 Assume untrusted descriptions – Treat tool metadata/annotations as untrusted 
unless the server is verified.

4.	 Traceability by design – Log requests, tool invocations, and results to support 
investigation and guardrail tuning.

A BRIEF OVERVIEW OF RISKS IN THE MCP SERVERS ECOSYSTEM
•	 Tool poisoning: Hidden instructions inside tool descriptions steer agents to 

exfiltrate secrets or misroute actions.

•	 Shadowing/cross-origin influence: One server “reprograms” another server’s 
tool behavior, hijacking outcomes.

•	 Rug pulls: Post-approval description/behavior changes flip benign tools 
malicious.

•	 Over-broad roots and context leakage: Resources expose too much filesystem 
or internal data, and models later echo sensitive content.

•	 Sampling abuse: Server-initiated LLM calls that the user didn’t intend (or didn’t 
fully inspect).

•	 Toxic flows (sequence risk): Legit tools in a bad order (untrusted → sensitive 
read → public write).

•	 Privilege and side-effects: Tools with shell/network access become SSRF/
command-exec vectors when poorly scoped.
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•	 Observability gaps: Confirmation UIs hide parameters; logs miss cross-server 
influence unless explicitly traced.

•	 Ecosystem drift: Catalogs grow fast; unsigned/unpinned descriptions change 
silently across updates.

WHY NOW?
•	 Explosive adoption: The MCP SDK is seeing >5M downloads/week in August 

(up from ~270k/week in March). MCP server directories like PulseMCP list 5,512 
servers, a rapidly expanding supply chain.

•	 Agentic IDEs at scale: Tools like Cursor, Windsurf, Claude Code, and Copilot 
normalize live tool use from developer laptops. MCPs live where the crown 
jewels are — developer laptops and internal networks.

•	 Bigger blast radius: More servers + more capabilities = more cross-server flows 
and more ways to chain “valid” tools into unsafe outcomes. MCP Servers can 
act, not just read. Tools are executable entry points with real side effects.

•	 Governance pressure: Leaders need auditability, version pinning, and flow-
aware guardrails that match enterprise standards.

•	 They compose: One model run can chain across multiple servers, amplifying 
both capability and blast radius.

This eBook will map the attack paths that emerge from those realities (Section 2), 
examine real incidents (Section 3), and show how to operationalize defenses with Snyk’s 
open-source MCP-Scan in developer workflows and CI/CD (Section 4).

KEY TAKEAWAYS

	�MCP standardizes how AI apps connect to your data and tools, 
accelerating value and expanding responsibility.

	�Security hinges on consent, scope, and controls at the server boundary.

	�Treat MCP servers as first-class security assets: instrumented, governed, 
and continuously tested.
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SECTION 2 

CYBERSECURITY THREATS AND 
VULNERABILITIES IN MCP SERVERS
WHY MCP SERVERS ARE A PRIME TARGET
MCP servers sit at the junction where LLM intent becomes real-world action. That makes 
them attractive to attackers because they:

•	 Run close to sensitive assets (often on developer machines or inside enterprise 
networks) and can reach local files, repos, keys, and internal APIs.

•	 Execute tools with side effects, turning model output into file I/O, network 
calls, or workflow changes.

•	 Compose across multiple servers, so one compromised server can influence or 
hijack interactions with otherwise trusted servers. Snyk researchers show that 
a malicious server can override instructions for other, trusted servers and fully 
compromise agent behavior.

•	 Expand supply-chain risk: Plugin-style distribution, remote updates, and third-
party servers echo familiar software-supply-chain issues (e.g., dependency 
swaps, integrity drift).

https://labs.snyk.io/resources/cursor-jira-mcp-vulnerability-explained/
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CLASS
 
Tool 
poisoning

MCP rug  
pulls

 
Shadowing 
tool 
descriptions

 
 
Toxic flows

WHAT IT LOOKS LIKE
 
Hidden instructions 
inside tool descriptions 
(visible to the model, 
not the user).

 

 
Server updates tool 
description after user 
approval. 

 
One server “rewrites” 
how another server’s 
tool should behave.

 
 
 
 
Dangerous tool/data 
sequences across 
agents and servers 
(e.g., read private → 
write public).

WHY IT’S DANGEROUS
 
Exfiltrates secrets (e.g., 
SSH keys) and steers the 
agent to attacker goals 
while UI shows something 
benign.

An Agentic IDE like Cursor 
can be tricked to call a 
different tool, as we show 
in this Node.js MCP Server 
research.

 
Trust erodes silently; 
previously benign tools 
become hostile.

 
 
Cross-server hijack (e.g., 
email redirection) without 
ever calling the attacker’s 
tool directly.

 
 
 
Enables end-to-end exfil 
or unsafe actions that 
standard prompt firewalls 
miss.

The Cursor + Jira MCP 
0-Click security incident 
is a prime example of 
Toxic Flow attacks.

EARLY SIGNALS TO WATCH
 
Tool args that don’t 
match the visible UI, 
unexpected file reads, 
opaque “notes”/
parameters carrying 
encoded data.

Version/hash drift of 
tools; mismatched 
descriptions vs.  
approved snapshots.

 
Legit tool invoked, 
but outcomes deviate 
(wrong recipient, altered 
params); no mention in 
interaction log aside 
from tool args.

 
Flows where untrusted 
input meets sensitive 
data then a public 
“sink” (e.g., Slack w/ 
link previews, public 
README).

MCP RISK OVERVIEW (AT A GLANCE)

https://labs.snyk.io/resources/detect-tool-poisoning-mcp-server-security/
https://labs.snyk.io/resources/detect-tool-poisoning-mcp-server-security/
https://labs.snyk.io/resources/detect-tool-poisoning-mcp-server-security/
https://labs.snyk.io/resources/detect-tool-poisoning-mcp-server-security/
https://labs.snyk.io/resources/detect-tool-poisoning-mcp-server-security/
https://labs.snyk.io/resources/cursor-jira-mcp-vulnerability-explained/
https://labs.snyk.io/resources/cursor-jira-mcp-vulnerability-explained/
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TOOL POISONING
DEFINITION. Malicious instructions are embedded in MCP tool descriptions. UIs often 
show a friendly summary, while the LLM reads the full text (including the attacker’s 
payload).

WHAT WE’VE OBSERVED. A seemingly harmless add(a,b) tool instructed the agent to 
read ~/.cursor/mcp.json and ~/.ssh/id_rsa, then covertly ship the contents via a side 
parameter, while masking the action behind math “explanations.” The user’s confirmation 
dialog hid the true arguments (including the key).

WHY THIS MATTERS. It exploits the trust boundary between what the user sees and 
what the model acts on, enabling silent data theft and instruction hijack.
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MCP RUG PULLS
DEFINITION. After initial approval, a server changes its tool description (or behavior), 
turning a benign tool into a hostile one.

WHY THIS MATTERS. It mirrors classic registry/package attacks in the software supply 
chain, except here, it targets the very layer that translates model intent into action. Our 
researchers note that pinning versions and verifying tool description integrity (hash/
signature) are essential mitigations.
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SHADOWING TOOL DESCRIPTIONS
DEFINITION. A malicious server “shadows” the description of a different, trusted server’s 
tool, adding hidden instructions that the LLM will follow when the trusted tool runs.

WHAT WE’VE OBSERVED. In a two-server setup (one trusted, one malicious), the 
attacker’s bogus tool description altered a trusted send_email tool so that all 
emails were silently redirected to the attacker, even when the user explicitly specified 
a different recipient. The UI log never mentioned the swapped recipient beyond the 
tool args.

WHY THIS MATTERS. Combined with a rug pull, an agent can be hijacked without ever 
explicitly invoking the attacker’s tool; only trusted tools appear in the interaction log.
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TOXIC FLOW ANALYSIS
PROBLEM. Prompt injection firewalls and code scanners don’t reason about flows, how 
tools and data combine at runtime. Modern agents dynamically chain tools. The risky 
part isn’t one prompt or one tool, it’s the sequence (e.g., untrusted issue → read private 
repo → write public artifact).

WHAT SNYK’S RESEARCH SHOWS. By building a flow graph over an agent’s tools and 
properties (trust levels, sensitivity, “sink” capabilities), Toxic Flow Analysis (TFA) predicts 
and flags sequences that could violate policy at runtime. The paper/blog illustrates 
this with the GitHub MCP exploit and similar “lethal-trifecta” scenarios (untrusted 
instructions + sensitive data + public sink).

REAL-WORLD ECHO. Link-preview exfiltration is a concrete example of a toxic sink: 
a spreadsheet injection forces a Slack message that auto-opens a malicious URL, 
smuggling data off-platform. Formal, policy-based guards catch this by disallowing  
“send Slack with previews after reading untrusted data.”

LEADER TAKEAWAY

	�MCP servers multiply capability and amplify blast radius. Treat them as 
first-class security assets with version pinning, integrity checks, explicit 
consent UX, and strong cross-server boundaries.

	�Don’t just scan prompts, analyze flows. Risk lives in the tool/data sequence. 
(We’ll operationalize this with MCP-Scan in Section 4.)
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SECTION 3 

REAL-WORLD EMERGING MCP SECURITY THREATS
CASE STUDY: GITHUB MCP EXPLOITATION, LEAKING PRIVATE REPOS 
VIA A PUBLIC ISSUE
WHAT HAPPENED. A developer connected a GitHub MCP server to an agentic IDE. An 
attacker opened a malicious issue in the victim’s public repo. When the agent fetched 
issues (a routine task), the prompt in that issue coerced the agent into: (1) reading files 
from a private repo, and (2) writing those sensitive details into a public PR/README, an 
archetypal toxic flow — untrusted input → sensitive read → public write. The flow diagram 
shows the exact chain:

IMPACT. Private repository names, plans, and personal details were exfiltrated to a public 
PR visible to anyone. The following screenshot highlights leaked private repo references 
and personal information inserted into the public README:
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WHY IT BYPASSES “SECURE TOOLING.” No tool code was compromised. The agent 
followed valid tools in a dangerous sequence after ingesting adversarial content from 
GitHub Issues. This is a system-level exposure, not a single-tool bug.

Detection signals.

•	 Tool sequence that crosses trust boundaries (public issue content 
immediately followed by private repo reads, then public writes).

•	 PRs/commits authored by the agent that summarize or copy content from 
private repos shortly after browsing public issues.

Mitigations you can operationalize now.

•	 Granular permissions: Constrain an agent session to one repo (policy guardrail 
preventing cross-repo reads/writes in the same task).

•	 Continuous monitoring: Place a scanner on the MCP path (e.g., proxy mode) to 
log and evaluate tool sequences in real time; create audit trails and alerts for 
“untrusted→private→public” flows.

•	 Shift from model alignment to system policy: Even highly aligned models 
succumb to contextual prompt injection; enforce environment-aware rules at 
the agent/MCP layer.
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CASE STUDY: WHATSAPP MCP EXPLOITATION, EXFILTRATING 
MESSAGE HISTORY VIA TOOL SHADOWING
WHAT HAPPENED. An agent was connected to a trusted WhatsApp MCP and, separately, 
to another MCP server controlled by the attacker. The attacker published an innocuous 
tool that was later “rug-pulled” into a malicious one, shadowing the WhatsApp tool 
description. When the user asked the agent to list chats or send a message, the agent 
quietly redirected outputs and exfiltrated chat history/contacts, sometimes without 
ever calling the malicious server directly. The following diagram shows the history 
exfiltration while only WhatsApp tools appear in the log.

ATTACK VISIBILITY GAPS. Confirmation dialogs can be misleading:

•	 Recipients shown as raw numbers  
(harder for users to verify than contact names).

•	 Payloads hidden off-screen in long message fields 
(UI hides horizontal scrollbars by default).

VARIANT WITHOUT A MALICIOUS SERVER. A second experiment shows the agent can 
be compromised by a message-only prompt injection delivered through WhatsApp, no 
attacker MCP installation required. The injected content rides in the tool output of list_
chats, then coerces a send_message that leaks data 
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DETECTION SIGNALS.

•	 Sudden recipient rewrites or format changes (e.g., contact → raw phone 
number) on send_message.

•	 Long, structured message bodies that don’t match user intent (look for hidden 
suffixes; scroll horizontally).

•	 Tool calls that depend on a prior call (e.g., list_chats → send_message) with 
suspicious instructions embedded in the first call’s result.

MITIGATIONS YOU CAN OPERATIONALIZE NOW.

•	 Version pinning + integrity checks for tool descriptions to prevent rug pulls; 
alert on any post-approval description drift.

•	 Cross-server isolation: Prevent one server’s tool description from 
reprogramming another server’s tool behavior; gate inter-server influences.

•	 UI hardening: Show full parameters (no hidden scroll), highlight out-of-policy 
recipients, and flag messages with embedded control directives.
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WHAT THESE INCIDENTS TEACH LEADERS

1.	 Your risk is systemic, not singular. Both attacks exploit sequences and 
interactions (untrusted inputs + legitimate tools) rather than a lone vulnerable 
component. Your controls must model flows, not just prompts.

2.	 “Trusted tool, unsafe outcome” is normal in MCP. The GitHub case leaks via 
standard tools; the WhatsApp case abuses cross-server influence and UI blind 
spots. Assume valid tools can compose into invalid behavior.

3.	 Operational defenses are available. Enforce least privilege by flow (per-session 
repo scoping), integrity for tool descriptions, and continuous scanning of MCP 
traffic to catch toxic flows and shadowing attacks in real time. We’ll show how 
to put this into practice with MCP-Scan in Section 4.

SECTION 4

SECURING MCP SERVERS WITH MCP-SCAN
WHAT IS MCP-SCAN?
MCP-Scan is an open source security scanner that protects agentic developer 
environments using the Model Context Protocol. It does two complementary jobs:

•	 Static scan (mcp-scan scan): Audits installed MCP servers and their tool/
prompt/resource descriptions to catch tool poisoning, prompt injections, 
cross-origin escalation/shadowing, and MCP rug pulls (by hashing/pinning tool 
descriptions).

•	 Runtime proxy (mcp-scan proxy): This proxy sits in the path of MCP traffic 
to monitor, log, and enforce guardrails on live tool calls and responses (e.g., 
PII/secrets detection, tool allow/deny, data-flow constraints, indirect prompt 
injection checks).

https://github.com/invariantlabs-ai/mcp-scan
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The scanner auto-discovers popular client MCP configurations (e.g., Claude Desktop, 
Cursor, Windsurf) and can be run with a single command.

An example of tool output includes “tool description contains prompt injection,” cross-
origin violations, a per-tool verified/failed status, and an inspect mode for drilling into the 
exact description that triggered the alert.

Quickstart (static scan):

MCP-Scan also features a built-in tool pinning (hashing) to detect post-approval 
description changes (rug pulls) and cross-origin/shadowing detection between servers.

Following is an example of running the mcp-scan tool:
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HOW TO LEVERAGE MCP-SCAN IN DEVELOPER WORKFLOWS AND 
THE CI/CD

1. WORKSTATION “PREFLIGHT” FOR DEVELOPERS
GOAL: Keep local MCP setups safe where the crown jewels live (laptops, internal 
networks).

•	 Run the static scans with mcp-scan daily (or on IDE/agent startup) to validate 
all installed servers and tool descriptions.

•	 Treat failures as “quarantine until fixed” (disable the server/tool in the client 
config).

•	 Use inspect to review the exact hidden instructions that the LLM would read 
(often not visible in the UI).

Early captures include prompt-injected tool descriptions, tool-poisoning payloads, 
cross-origin shadows, and unpinned/changed tools (possible rug pulls).

2. POLICY-AS-CODE GUARDRAILS AT RUNTIME (PROXY MODE)
GOAL: Stop bad flows, not just bad strings.

•	 Place mcp-scan proxy between the client and servers. Log every tool call/
response and enforce policies such as:

•	 Tool allow/deny and scope (e.g., block file reads outside declared roots; 
restrict network-capable tools).

•	 PII and secrets detection on outputs; redact or block before the agent 
continues.

•	 Cross-origin isolation (prevent one server’s descriptions from 
reprogramming another’s tools).

•	 Toxic Flow Analysis (TFA) rules that model lethal-trifecta sequences: 
untrusted input → sensitive read → public sink.

Why flows? Our case studies showed fully “legit” tools contributing to illegitimate 
outcomes. Runtime flow-aware checks catch that class of risk where static prompts/
strings won’t.
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3. CI/CD GATES FOR MCP SAFETY DRIFT
GOAL: Stop unsafe MCP changes from riding along with app releases.

•	 Add an “MCP safety” stage to pipelines that runs the static scanner in a clean 
environment with your team’s MCP config artifacts.

•	 Fail the build on any: new cross-origin links, unpinned tool descriptions, 
prompt-injected text in tool descriptions, or TFA-flagged flows.

•	 Persist a baseline inventory (tool name → server → hash → risk status) and 
compare scans over time to detect drift before prod (early warning for 
rug pulls).

4. SOC VISIBILITY AND INCIDENT RESPONSE
GOAL: Make MCP observable like any other critical interface.

•	 Forward proxy logs to your SIEM to create detections such as:

•	 “Untrusted input immediately followed by private read then public write” 
(TFA signature).

•	 Tool calls with recipient rewrites (e.g., contact → raw number) or hidden 
suffixes in long arguments.

•	 During incidents, use inspect plus proxy traces to reconstruct the exact 
descriptions and arguments that influenced the agent’s behavior.
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WHAT “GOOD” LOOKS LIKE (OPERATIONAL CHECKLIST)

•	 Every dev runs a recurring static scan; findings are triaged like 

dependency vulnerabilities.

•	 All prod-adjacent agents run through the proxy with guardrails on tool 
use, PII/secrets, and cross-origin isolation.

•	 Tool pinning is mandatory; description changes alert and auto-block 
until reviewed.

•	 TFA policies define disallowed flows across servers/tools 
(untrusted → sensitive → public).

•	 CI/CD blocks unsafe MCP drift; SIEM receives MCP telemetry 
for threat hunting.

KPI suggestions: % of agents behind proxy; % of tools pinned; MCP findings to 
remediation SLA; toxic-flow alerts/week (trend ↓); mean time to detect & contain 
MCP drift.
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Explore early research, prototypes, and tools like 
MCP-Scan, all designed to secure the fast-moving 
AI ecosystem. 

To get exclusive access to the 
latest experiments and insights 
shaping the future of AI security.

SIGN UP FOR SNYK LABS  

WHY THIS MATTERS NOW
MCP servers translate model intent into real actions. That power, paired with open, fast-
moving ecosystems, creates a rich attack surface (tool poisoning, rug pulls, cross-server 
shadows, prompt-driven exfiltration). MCP-Scan gives teams both lenses: a fast static 
audit to harden the surface, and a runtime guard to watch — and stop — dangerous LLM-
driven flows in the moment.

https://labs.snyk.io/sign-up/
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APPENDIX
QUICKSTART CHECKLIST

A) DEVELOPER WORKSTATION “PREFLIGHT”
Install and run a baseline scan:

None 
uvx mcp-scan@latest

•	 Review findings; quarantine failed servers/tools (disable in client config).

•	 Enable tool pinning (hash verification) and re-scan to record a trusted 
baseline.

•	 Re-run scans daily or on IDE/agent startup.

B) RUNTIME GUARDRAILS (PROXY MODE)

•	 Insert the MCP-Scan proxy between client and servers.

•	 Turn on policies for:

•	 Tool allow/deny and scope (e.g., filesystem roots, network egress).

•	 PII/secrets detection and redaction/block.

•	 Cross-origin isolation (prevent one server influencing another’s tools).

•	 Toxic Flow Analysis (block untrusted → sensitive → public sequences).

•	 Forward proxy logs to SIEM; alert on toxic-flow signatures and parameter 
rewrites.
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C) CI/CD GATES FOR MCP SAFETY DRIFT

•	 Add an “MCP Safety” stage that runs the static scanner in a clean environment.

•	 Fail on: unpinned/changed tool descriptions (rug pulls), cross-origin/
shadowing, prompt-injected descriptions, or TFA-flagged flows.

•	 Store and diff a baseline inventory (tool → server → hash → risk status).

D) ROLLOUT PLAN AND KPIS

•	 Day 0: Baseline scan, pin tools, and enable proxy in the pilot team.

•	 Week 1: Add CI/CD gate, send logs to SIEM, and tune TFA rules.

•	 Month 1: Org-wide proxy and quarterly recertify pinned tools.

•	 KPIs: % agents behind proxy, % tools pinned, toxic-flow alerts/week (↓), 
findings MTTR, and % builds blocked by MCP gate (and trend).

 
GLOSSARY FOR QUICK REFERENCES

•	 MCP (Model Context Protocol): A standard (JSON-RPC) for connecting AI apps 
to resources, prompts, and tools via MCP servers.

•	 Host / Client / Server: The app (host) runs an MCP client that connects to MCP 
servers exposing data and actions.

•	 Resources / Prompts / Tools: Readable context; reusable templates; executable 
functions the model can call.

•	 Sampling / Roots / Elicitation: Client features enabling server-initiated LLM 
calls; scoped filesystem/URI boundaries; server requests for more user info.

•	 Tool Poisoning: Hidden or malicious instructions embedded in a tool’s 
description that steer the agent to the attacker’s goals.

•	 MCP Rug Pull: A tool description/behavior changes after approval (e.g., update 
flips benign → malicious).
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•	 Shadowing Tool Descriptions: One server “reprograms” how another server’s 
tool is described to the model, hijacking outcomes.

•	 Toxic Flow (and TFA): A dangerous sequence of tool uses and data movements 
(e.g., untrusted input → read sensitive → write public). Toxic Flow Analysis 
models and blocks these sequences.

•	 Cross-origin escalation: Cross-server influence that alters the behavior of 
otherwise trusted tools.

•	 MCP-Scan (scan / proxy): open source tool; scan audits installed servers/
descriptions; proxy monitors/enforces guardrails on live MCP traffic.

•	 Tool pinning (hashing): Verifies tool descriptions haven’t changed (prevents 
rug pulls).

•	 SIEM integration: Streaming MCP-Scan proxy logs to detect toxic flows, 
parameter rewrites, and anomalies.

•	 Secure at Inception: Snyk’s approach. Centers on shifting left into developer 
tools and CI/CD, so risks are prevented before release.

•	 Snyk AI Trust Platform: Snyk’s end-to-end capability to secure AI-generated 
code and AI-native apps across the SDLC.

•	 “Trust AI at Full Speed / AI Writes, Snyk Secures”: Snyk’s operating principle of 
accelerating AI adoption while enforcing guardrails where it matters (dev loop, 
CI/CD, runtime).
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