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Al has enormous
potential to make
firms more sustainable

LANGUAGE

How NLP and Al are
being used to close the
digital language divide

Can synthetic

data overcome the
challenges of Al bias?

As data-hungry machine learning models demand increasing
amounts of information, the market for synthetic data

continues to grow. But is it as good as the real deal?

Sam Forsdick

08

REGULATION

Brussels lays the
groundwork for
future Al regulation

ne billion photos were used to

train Meta’s latest photo-recogni-

tion algorithm, a powerful demon-

stration of the current appetite for data.

For those companies without access to

platforms like Instagram, there is another
answer: synthetic data.

Synthetic data is artificially created by

a computer, rather than collected from

the real world. These computer-generated

images can be automatically annotated by

the machine that creates them. Annotation

is an important part of Al training and is a

process where important points in a photo,

such as people or objects, are labelled to

help the machine learning models under-
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Any biases that are
present in the data
generation process —
whether intentionally
or unintentionally — will
be picked up by models
trained on it

stand what the image depicts. They also
avoid any compliance or privacy-related
issues by virtue of being an original picture
that doesn’t feature real people.

Such technology spares companies
the challenge of sourcing and collecting
thousands of real-world images, while
avoiding issues around privacy, GDPR
and copyright.

“Al’s biggest bottleneck is the scarcity of
privacy-compliant, real-world data,” says
Steve Harris, CEO of UK-based synthetic
data startup Mindtech Global. “Even a sim-
ple image recognition application needs up
t0100,000 training images, and each image

Chakon, who is a co-founder and CEO of
synthetic data company Datagen.

“The increase in performance that you
get from this model-centric approach is rel-
atively low,” he says. “To get a significant
improvement on the performance of your Al
algorithms, you need to change your mind-
set. Instead of iterating on the model’s param-
eters, you need to iterate on the data itself.”

Datagen produces synthetic data for a
range of AI applications, from facial recog-

needs to be privacy-compliant and perfect-
ly annotated by a human.” Sourcing, anno-

GROWTH IN SYNTHETIC DATA

tating and cleaning of real-world data is
“a monumental task”, he says, which can
occupy up to 80% of a data scientist’s time.

Marek Rei is a machine learning profes-
sor at Imperial College London. “Collect-
ing manual data is time-consuming and
expensive,” he says. “If you're able to
generate data from scratch, you can
essentially create endless amounts
of it. For some rare events, obtain-
ing even 10 real examples can be
difficult, whereas synthetic
data can potentially provide
unlimited examples.”

Thanks to these bene-
fits, 60% of the data used
for the development of Al
and analytics projects will
be synthetically generated
by 2024, Gartner predicts,
leading the consulting firm to
describe it as “the future of AI”.

With previous AI models, the
development process involved
collecting the data, training the
model, testing it and making any nec-
essary changes before testing it again.

The issue with this method is that the
data used stays the same, according to Ofir

Synthetic data as a share of total data used in
the development of Al projects

Gartner, 2021

60%

2024

1%

2021

nition technology to driver monitoring sys-
tems, security cameras and even gesture
recognition. Chakon believes such applica-
tions will be increasingly popular as more
companies expand into the metaverse.

To produce the computer-generated data
for a facial recognition system, Datagen
scans the faces of real people from a range
of ages and demographics. Based on this
3D information, its Al learns the compos-
ite parts of the human face so it can gener-
ate images of new people. “From scanning
100 base identities, we can create millions
of new identities,” Chakon says.

For example, with enough information,
the generative model could be asked to cre-
ate a face of a 30-year-old white male with
brown hair; it will spit out a completely new
image each time.

“Based on what it learns from the real-
world scans and the conditions that are put
in, it can generate a completely new identi-
ty that isn’t at all related to what was in the
original collection of faces,” Chakon says.

Proponents of synthetic data say this
can help reduce the bias that often infil-
trates algorithms at the training stage.
“Biased training data can result in technol-
ogy solutions and products that reinforce
and perpetuate real-world discrimination,”
Harris says. “For example, Al systems have
on many occasions been found to be poor
at recognising darker skin tones. This is
because the Al in question has been trained
on datasets lacking diversity.”

With synthetic data, it is theoretical-
ly possible for Al developers to generate
an endless number of faces of people of
different ethnicities to train its models,

meaning gaps in the AI's understanding
are less likely than has been known
to occur historically.

Harris claims that some of its
customers use Mindtech’s Al
training platform Chameleon
to generate diverse data from
scratch, while others use it
to address the lack of diver-
sity in their existing real-

world datasets.

“By using computers to
train Als, we’re removing
the biggest roadblock to pro-

gress: human bias,” he says.
There are, inevitably, issues
with using computer-generated
images to train AI for real-world
applications. Rei explains: “Syn-
thetic data almost never gives the
same results as a comparable amount of
real data. We normally have to make some
assumptions and simplifications in order to

model the data-generation process. Unfor-
tunately, this also means losing a lot of the
nuances and intricacies in the real data.”

This is easy to identify from a curso-
ry glance at some of the faces that have
been synthetically generated - they’re
unlikely to fool a person into thinking
they’re real. Datagen is currently invest-
ing in its photorealism capabilities, but
Chakon argues that realism isn’t crucial
for every application.

“If you are developing a blemish detec-
tion AI for makeup application, having the
detail is important,” he says. “But if you're
developing a security system, it’s much less
relevant whether you can identify small
details on a person’s face.”

Synthetic data also isn’t a silver bullet
for Al bias; it relies on the people generat-
ing the data to use such platforms respon-
sibly. Rei adds: “Any biases that are present
in the data-generation process — whether
intentionally or unintentionally - will be
picked up by models trained on it.”

An Arizona State University study
showed that when trained on predomi-
nantly white, male images of engineering
professors, its generative model ampli-
fied the biases in the dataset, mean-
ing that it produced images of minority
modes less frequently. Even worse, the
Al began “lightening the skin colour of
non-white faces and transforming female
facial features to be masculine” when
generating new faces.

With synthetic data programmes giving
developers access to unlimited amounts
of data, this has the potential to drastical-
ly exacerbate the issue of bias if errors are
made at any point in the generation process.

If used correctly, synthetic data may
still help to improve the diversity of some
datasets. “If the data distribution is very
unnatural - for example, it doesn’t contain
any examples of people from a particular
race — then synthetically creating these
examples and adding them to the data can
be better than doing nothing,” Rei says,

adding: “But it will likely not be as good
as collecting real data with a more accurate
coverage of all races.”

While synthetic data can make the pro-
cess of creating AI models quicker, cheap-
er and easier for programmers, it still
comes with many of the same challeng-
es as its real-world counterpart. “Wheth-
er synthetic is better than real-world data
is not really the right question,” Harris
advises. “What AI developers need to do
is find or create adequate amounts of
appropriate data to train their system.”

Using a combination of real and artifi-
cial data may be the solution. @
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of tech policy professionals in the US and
Europe named Al algorithmic bias and
transparency as a priority for new
technology regulation

Clifford Chance, Milltown Partners, 2021
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of Al projects through 2022 will
deliver erroneous results due to
bias in data, algorithms or teams
managing them

Gartner, 2018
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How to successfully
build Al into
your business

Al can help organisations unlock innovation and gain a competitive
advantage, but delivering it at scale can be a challenge

here is no doubt that the potential
° of Al'is exciting. Whether it’s driver-

less cars or faster drug discovery, Al
is changing our world and how we live in it.

In the corporate world, financial analysts
are able to use Al to improve the quality of
their market analysis. Using Al, organisations
can pull together and analyse millions of
pieces of data from company tweets to reg-
ulatory filings and even media appearances,
to identify patterns of language and behav-
jour. In other words, Al can tell you whether
a company’s good news is really good news.

Still, despite the exciting and futuristic
applications of Al technology, many early
adopters have struggled to deliver any ROl or
business value outside of small, experimen-
tal projects. Gartner reports that, in 2022,
48% of ClOs have already deployed or plan to
deploy Al and machine learning technologies

in the next 12 months. However, they also
report that many of these organisations won’t
be reliably using Al in production until 2025.

The problem isn’t usually with Al itself, but
rather with delivering Al at scale, says James
Coomer, vice-president for product manage-
ment at DDN, which specialises in storage sys-
tems for Al. Having solved the scalability chal-
lenge for some of the largest global Al projects,
DDN now helps organisations plan their Al jour-
ney to production. These challenges are more
often linked to the large-scale implementation
and deployment of Al, as organisations look to
deliver greater value and innovation to their
customers and shareholders.

For example, some use cases like online
retail and consumer preference analysis
can work well in modest deployments, using
datasets that are not too large in size. On
the other hand, natural language processing

and real-time video analysis need datasets
that are well beyond the experience of tra-
ditional IT teams.

“Truly delivering the benefits of Al means
dealing with volumes of data that are orders
of magnitude higher than anything we've
seen before,” says Coomer. "Not only is the
volume of data higher, but much of this data
is rich, unstructured information like video,
audio or images.”

For some organisations, the ability to
gather and process very large volumes of
data can unlock the next level of innova-
tion. For example, DDN recently worked
with Recursion Pharmaceuticals to use Al
to accelerate the process of drug discovery.
“Using Al rather than conventional methods
can massively speed up our ability to learn
and develop new vaccines or medications,”
says Coomer.
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DDN has 20 years’ experience support-
ing customers’ Al projects across sectors
such as financial services, automotive and
life sciences. It doesn’t surprise Coomer
that some experts report that 87% of Al
projects never make it past the prototype
stage. While projects are small, data vol-
umes can be easily managed. But once a
model is successful, it will accelerate, and
the volume of data and rate of data inges-
tion will both increase rapidly. "It’s some-
thing that often takes people by surprise,”
he says.

Despite this, Coomer is optimistic that Al
is on the verge of throwing off its reputation
for being complicated, costly and frequently
unsuccessful. "What we are now seeing is
that the market is becoming more mature,
the tools are more mature, and it’s often
possible to buy Al-optimised systems that
make it much easier for organisations to run
Al projects at scale,” he says.

At the same time, we are building a better
understanding of how to run Al projects to
the same standards as other types of devel-
opment, Coomer adds. DDN advises cli-
ents to consider adopting the ‘Al factory’
approach. This is an approach to Al projects
that allows organisations to build a consist-
ent framework of processes around people,
data, processes and production that can be
replicated, making it easier to scale Al pro-
jectsin future.

Ifatraditional factorybuildsalarge number
of physical products in a cost-effective and
reliable manner, then the Al factory does the
same with Al solutions. An Al factory provides
a framework for organisations to build large
numbers of Al models reliably, and at scale.
It is more than just MLOps (machine learn-
ing operations) - it combines this approach
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Truly delivering the
benefits of Al means
dealing with volumes
of data that are orders
of magnitude higher
than anything we’ve
seen before

with DataOps, ModelOps and DevOps to
create a consistent approach to accelerating
Al development.

An Al factory framework might define
agreed processes and approaches to things
like how security is applied to data, how the
data platform is managed, or how silos are
reduced to improve overall performance.
“It’s a reference architecture that reduces
the risk and work involved in building Al at
scale,” explains Coomer.

By adopting standardised processes
and governance, the risks associated with
Al are massively reduced. For organisa-
tions that are new to Al, Coomer suggests
thinking about Al projects in terms of four
essential requirements:

® First, you need to be able to identify what
data is needed; what is the right data
source and how will you capture and
organise that data?

® Second, do you have appropriate gov-
ernance in place? If you're building an Al
model that will make recommendations
about insurance cover, how do you prove
that the model is trained and using data
reliablye

® Third, it'simportant to have the right people
with the right tools. To build knowledge,
make it easier for data scientists and data
teams to share knowledge and collaborate.

® Finally, ensure you have the right platform
to process data efficiently. Many pro-
jects fail because of data bottlenecks or
because your network and devices cannot
process data at scale.

According to Coomer, many Al systems
drown in data as soon as they move out
into the real world because traditional
approaches can’t manage the huge vol-
umes needed to feed large-scale Al
models. Al systems need to ingest data at
incredibly high rates, and you need to make
that data accessible and secure to enable
the kind of deep learning needed to make
critical decisions.”

When it comes to the fourth requirement,
Coomer advises companies to think care-
fully about the capacity of their storage sys-
tems. “In our experience, people think about
Al projects in terms of GPU and computing
requirements, but don’t consider the data
ingestion, and the volume of data that will be
involved once an Al model goes into produc-
tion,” says Coomer. “You could have the best
data scientists and models, but if your stor-
age can’t ingest the 250 petabytes of data
that’s supporting your Al model, then your
project will fail.”

Businesses should prepare for much
larger data requirements by adopting
Al-optimised systems and processes. These
are systems developed with Al in mind, so
that adjustments are made at every stage
of the data journey to improve the speed
and efficiency of data ingestion and trans-
fer. In its State of Al in the Enterprise report,
Deloitte found that the top priority for IT
leaders investing in Al was modernising the
data infrastructure for Al.

These days, Al does not necessarily need
to be the complex, painful learning curve
that early adopters have travelled, says
Coomer. Companies embarking on Al pro-
jects today have access to an increasingly
large number of Al-optimised tools and
platforms that make it easier and faster to
deploy Al at scale. Deloitte found that 80%
of technology leaders are buying at least as
much Al technology as they build, and the
longer a company has used Al, the more
likely they are to buy commercial platforms
and tools.

To achieve quick wins from Al, organ-
isations must invest in all four pillars of
Al - data, people, process and platform.
“They're all important, and what we focus
on at DDN is solving the platform part of
the issue, whether you need a twentieth of
a single rack or something that can handle
petabytes of data without increasing the
complexity,” says Coomer. “The key thing
to remember is not to fall into the trap of
doing what you've always done, and rather
start with something that’s built to solve the
problem in front of you.”

To find out more, visit
ddn.com/ai-for-business
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Unlocking the
promise of Al

Alex Bouzari, CEO of DDN, talks about how
enterprises can get their Al projects right

48

of ClOs have already deployed or plan
to deploy Al and machine learning
technologies in the next 12 months

Gartner, 2021

80«

of technology leaders are buying
at least as much Al technology as
they build

Deloitte, 2020

Who is DDN, and how do you help

organisations on their Al journey?

DDN is a market-leading global organ-

isation which provides powerful
data storage solutions, and facilitates the
Al- and data-enabled digital transforma-
tion journey for enterprises and research
facilities. With over 10,000 customers and
thousands of deployments worldwide,
DDN is making it easier, safer and faster to
implement Al and reap massive rewards in
healthcare, autonomous driving, finance,
retail and many other sectors.

We de-risk the customer journey to a suc-
cessful Al transformation: Al systems need
enormous amounts of data to unlock meaning-
ful business value: at DDN, we accelerate their
digital transformation journey, by delivering

the fastest path to implementation of Al, help-
ing them move seamlessly from prototype to
production. This means that organisations can
focus on business value, instead of managing
technical complexity and having to make com-
promises on data and scale.

Many business leaders see Al as a

daunting, complicated undertaking.

Is that a fair assessment, and how

are things changing?

I think when any new technology comes

along that has the potential to trans-
form how we do something, people get baf-
fled. The market is maturing so rapidly and
there are now so many more organisations
who can help you to implement Al strategies
without delay or complexity.

The important thing is to interview and
select vendors and partners carefully. Have
they done this before? Do they know your
market¢ If you get the right people and
they have the right experience, you will
get success.

What are the key steps a CIO must
start with to unlock business value
and benefits from Al?
| firmly believe to succeed with Al you
need the right infrastructure, and that
means having platforms that can deal with
the massive amount of data and then help
you to find the virtual needle in that haystack.
People wasted a lot of time trying to get
their existing infrastructure to support Al,
but you need new data repositories that are

optimised for Al, and they need to be inte-
grated with the business. That integration
process has matured significantly in recent
years, and there are now many more bridges
between Al platforms.

What’s the most exciting application

of Al you’ve seen recently?

We recently helped build a number of

Al systems to support critical phar-
maceutical and life sciences research.
This is an exciting growth area, where
companies are using Al supercomputers
to discover new types of therapies and to
improve the design of antibodies to help
treat inflammatory diseases such as asthma
and COPD. Digital biology is attracting both
established organisations and emerging

startups because it changes the econom-
ics of drug discovery.

What would you say is the biggest

mistake companies are making with

Al right now?

| think it’s trying to use existing tech-

nology for new purposes. A lot of
technology exists with the purpose of
keeping the lights on, managing the data-
base, and taking care of operations. It’s not
often seen as an enabler. Now things have
changed, because Al is a business enabler,
and the volume and type of data required
to support that enablement is completely
different to what we've seen before. It’s not
that it’s much harder, it just needs differ-
ent tools and platforms. Don’t take my word

for it. Do the research. Go and see the suc-
cessful implementations, see who has deliv-
ered, and ask them how they achieved those
better outcomes.

Over the next five years, what’s the

biggest change we’ll see in how we

approach Al projects?

| think within five years we will start

to see customised implementation
of Al tools and platforms because organ-
isations will want Al that meets their spe-
cific needs. Beyond that, I'm excited to see
Al used in intelligent homes. | don’t just
mean automated smart lights or music,
but things like medicine built into intelli-
gent dwellings to enable us to live health-
ier and more active lives.

HOW FINANCE USES Al

As Al grows in sophistication, it has become increasingly attractive to the financial services industry. In an industry that relies on
accurate data analysis, financial services firms are using Al to assess risks and automate processes. Here, we highlight some of the
most common use cases for Al in financial services and explore how firms are using Al to combat money laundering and fraud

Up to

Al ADOPTION IN THE FINANCIAL SERVICES INDUSTRY WORLDWIDE, BY FUNCTION

@® Financial services

Service operations

Strategy and corporate finance

7%

Stanford University, 2021

All industries

%

Human resources

Marketing and sales

Manufacturing

$2tn

is laundered each year globally

SAS, 2021

56%

Product/service development

£1 59. 7m

was lost to online banking
fraud in the UK in 2020

UK Finance, 2021

of managers with compliance responsibilities, globally, said that Al
and ML tools significantly help with financial crime prevention

Refinitiv, 2019

USES FOR Al IN AML INVESTIGATIONS

Top three AML investigation processes that financial services
professionals think could be improved with Al

Alert triage and risk prioritisation

Supply chain management

Enhanced due diligence and negative news analysis

Automated disposition of alerts

IBM, 2019

Al CAPABILITIES EMBEDDED IN STANDARD BUSINESS PROCESSES IN THE FINANCIAL SERVICES INDUSTRY WORLDWIDE

Robotic process automation

Other machine learning techniques

Natural language text understanding

Conversational interfaces

Deep learning

Natural language speech recognition

Computer vision

Natural language generation

Physical robotics

Autonomous vehicles

Stanford University, 2021

FRAUD DETECTION IS THE NUMBER-ONE USE CASE FOR FINANCIAL SERVICES

Al use cases in the financial services industry worldwide

Fraud detection

Finance processes
and analysis

Cybersecurity

HHM

MIT Technology Review Insights, Amazon, 2020

Personalisation of
products and services

Customer care Asset maintenance

SHARE OF COMPANIES
WORLDWIDE USING
Al AND ML TO

DETECT FRAUD

Algorithmia, 2021
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Machine
learning vs
climate change

Al is increasingly being recognised

as an important tool for businesses in
the pursuit of their net-zero targets —
although its own energy requirements

are not inconsiderable

Jon Axworthy

here has been a growing realisa-
0 tion among businesses in recent

years that becoming environmen-
tally sustainable is a must, not a choice.
Customers, investors and employees and
industry regulators are all putting pressure
on them to act before the climate crisis
worsens to calamitous levels.

Alongside this, the willingness of compa-
nies to publicise their progress in reducing
their ecological impact is increasing. More
than 3,400 organisations, with a combined
market cap of £21.4tn, have registered their
support for the Task Force on Climate-
Related Financial Disclosures since it pub-
lished its first reporting recommendations
in 2017, for instance.

Al has a key role in helping firms to hit
the ambitious net-zero CO: emissions tar-
gets they are setting themselves. The Glob-
al AI Adoption Index 2022, IBM’s latest
annual survey of uptake, found that two-

o6

We’ve identified a
multitude of practical
applications and decision
points where Al can make
a meaningful impact

thirds of the 7,500 IT chiefs it polled were
either using AI to achieve sustainability
goals or planning to do so.

Among other things, they’re looking to
the technology to automate data collection
and help them provide verifiable informa-
tion on their firms’ environmental perfor-
mance. But, according to the research, by far
the most popular use for Al in this field is to
make operations more efficient and, by
extension, more environmentally friendly.

“When it comes to the successful adop-
tion of Al it’s crucial for companies to iden-
tify a clear challenge that it’s well suited to
address, then focus on implementing the
tech in a way that fits with their work
streams,” says Dr Kareem Yusuf, general
manager of IBM Sustainability Software
and leader of its AI applications business.
“For example, you could use Al to
capture a product’s carbon foot-
print data across complex sup-
ply chains more easily and
feed that into your sourcing
and procurement decisions.”

It was a supply chain
problem that first prompt-
ed Moosejaw, a Canadian
retailer of outdoor recrea-
tion clothing and equip-
ment, to turn to Al for a
solution. Given the nature of
its products, the firm was par-
ticularly interested in showing
that it was constantly reviewing its envi-
ronmental performance.

Moosejaw identified that many of its cus-
tomers were practising a common online
behaviour known as size sampling. This
occurs when a consumer orders the same
garment in more than one size - with the
intention of trying them all on at home
and sending back those that don’t fit. The
task of dealing with these unwanted
items when they enter the reverse supply
chain generates a lot of unnecessary green-
house gas emissions.

Research published by tech firm Optoro
has projected that handling returns - in

the US alone - could be responsible for
putting 23 million tonnes of CO: into the
atmosphere in 2025.

With the help of AI, Moosejaw identified
that almost 15% of online purchases
returned by its customers could be attribut-
ed to size sampling. It set about minimis-
ing this behaviour by using a data-driven
personalisation platform called True Fit.

Sarah Curran-Usher, managing director
of True Fit in EMEA, explains how the sys-
tem works: “When a shopper places multiple
sizes of the same item into their shopping
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cart, a change in the user experience
prompts them to create a True Fit profile.
The platform can then pair that consumer’s
data with data in its fashion genome to rec-
ommend the best fit. Using this AI, Moose-
jaw has been able to reduce the rate of size
sampling by 24% in one year.”

Whether it’s deployed at the customer
interface or on a purely operational level, Al
can help firms to extract precious gems of
insight from the mountain of data they’re
sitting on. But there are barriers. For
instance, O’Reilly Media’s AI Adoption in

1S Al THE KEY TO GOING GREEN?

Capgemini, 2020

I Consumer retail Utilities

Automotive

Al’s potential contribution to reduction of economic emissions intensity (volume of emissions per unit of GDP) by 2030, by sector

Oil and gas Wholesale retail

the Enterprise 2022 research report has
highlighted a potentially problematic lack
of governance. The study revealed that
more than half of the organisations it
polled that were using Al didn’t have a gov-
ernance plan in place. It found that the big-
gest problem was a lack of in-house
expertise to get at the necessary data.

The race for the data to help organisations
reduce their emissions and strive for carbon
neutrality also appears to be fuelling an
unprecedented acceleration in the uptake of
Al Tortoise Media’s Global Al Index research
has tracked a significant upsurge in adop-
tion over the past two years. Half of the
firms in its most recent survey revealed that
they had recently stepped up their Al usage.

“We’'ve reached a point in AI maturity
where we’ve identified a multitude of prac-
tical applications and decision points where
AI can make a meaningful impact,” Yusuf
says. “For example, companies can look to
automatically link their energy usage with
their physical asset systems to identify pre-
dictive maintenance opportunities to
improve their environmental performance.
Or, when it comes to the operation of data
centres, firms could use such insights to
optimise workloads and schedules based on
their energy consumption.”

The operation of data centres highlights
a dichotomy at the heart of the relationship
between Al and sustainability. For all the
enthusiasm that firms have shown for the
technology’s environmental applications,
this must be tempered by the knowledge
that using Al itself consumes significant
amounts of energy.

Nowhere is that more evident than in the
humming global data centres of Google, a
company that’s responsible for a significant
proportion of the world’s electricity output,
particularly the energy needed to keep its
servers cool and thereby reduce the risk of a
devastating outage.

Since September 2020, Google has been
working to achieve its pledge of running
entirely on carbon-free energy by 2030. It’s
been applying Al to this challenge, using it
to predict the combined effects of various
procedures in its data centres on energy
consumption and identifying where effi-
ciencies can be achieved.

Professor Ong Yew Soon, chief Al scien-
tist at Singapore’s Agency for Science, Tech-
nology and Research, believes that there is
further potential to cut the energy con-
sumption of Al systems.

“Usage can be saved at the ‘training phase’,
so we are looking to reduce the need for mas-
sive amounts of training data,” he says.
“Instead of training an Al system on a mas-
sive web of information, researchers can pick
and choose according to the system’s appli-
cation, which would save tonnes of CO2.”

It’s just another example of the link
between Al and sustainability. If the tech-
nology can find a way to minimise its own
carbon footprint, it will close a virtuous cir-
cle, helping its users to hit the net-zero tar-
gets that matter so much to all stakeholders
in the climate crisis. ®
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Are you ready for Al or
are you a data ad-hocracy?

Yesterday’s analytics meant manually refreshing an Excel spreadsheet.

At QuantSpark we partner with our clients in Private Equity and Asset
Management to support their journey from Excel to Al. Our approach to
transformation through analytics and Al starts with business process
analysis and ends with the development of bespoke analytics solutions:
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Take the first steps on your Al and analytics journey: www.quantspark.com/financial-services
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Sales talk: how
conversational Al can
Wwin over customers

Conversational Al
can mimic human
interactions. With
today’s consumers
turned off by the hard
sell, the technology
holds strong potential
for businesses

Oliver Pickup

hen it comes to sales, business-
Q es should reverse Elvis’s famous

advice: a little more conversation
and a little less action, please.

The secret to success with today’s con-
sumers revolves around small talk and
adopting a long-term approach. Direct
approaches - seeking to add notches to
the sales equivalent of a bedpost - are a
huge turn-off for customers.

Happily, so-called conversational AI
is now mature enough to assist adroitly
with the more mundane topics, enabling
humans to enter the chat room later, at the
most appropriate point.

Conversational AI refers to tech solu-
tions such as chatbots or virtual agents that
use vast volumes of data, machine learning
and natural language processing to imitate
human interactions. Businesses today must
adopt the technology as a matter of urgen-
cy, with laggards likely to lose out.

Over 70% of customers expect conversa-
tional service, meaning human-like inter-
actions - complete with emojis, gifs, images
and videos — whenever they engage with a
brand, according to Zendesk. But only 40%
of businesses can deliver this successfully.

Little wonder the global software-as-
a-service company recently announced
new capabilities for its Sunshine Platform,
a customer relationship management
service, including conversational auto-
mation via bot technology. The upgrade
enables organisations to expand automa-
tion to messaging apps such as Facebook
Messenger and WhatsApp and allows
them to build and train custom bots to
address common issues.

“A quick conversation can resolve
most things in life,” says Matthias Goe-
hler, Zendesk’s chief technology officer in
EMEA. “Embracing advances in Al to deliv-
er conversational exchanges with custom-
ers easily is a natural direction for customer
experience teams to take.”

One of the most significant benefits of
conversational Al is that all customer com-
munications are retained, Goehler adds.
This means a more complete picture is
achieved, allowing businesses to under-
stand people’s personal preferences better
and enrich their experience. It facilitates a
personalised, data-driven service, remov-
ing some of the burdens on human agents
and empowering them to do more for the
customer in less time, he says.

“A conversational approach makes inter-
actions more informed - built with the
context of the customer’s history. When
done right, it can even help increase a
customer’s spending with you by making
useful and simple recommendations to
purchase from within a chat.”

Katie King is the author of two books
about AI for sales and marketing and a

member of the government’s All-Party Par-
liamentary Group Taskforce for the enter-
prise adoption of Al Companies that
embrace conversational AI will charm
employees and customers alike, she says.
“Many of the queries that cross the ser-
vice agent’s desk are frequently asked ques-
tions with simple answers,” she says. “While
these queries might be easy to answer, they
still take up valuable time and limit the
agent’s capabilities to handle some of the
more complex issues. It’s overwhelming
and leads to faster employee burnout and
potential staffing issues for the company.”
Conversational AI can help tackle this
challenge, so appeals to many organisa-
tions, King notes. “Al can cut out that first
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Technology doesn’t have
working hours like a
human employee does,
meaning that customers
can gain the help they
desire on their terms

WHICH CONVERSATIONAL Al PLATFORMS ARE CUSTOMERS USING?

Gartner, 2022
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step of the process by engaging the cus-
tomer and potentially resolving their issue
without human intervention,” she says.
“Additionally, technology doesn’t have
working hours like a human employee does,
meaning that customers can gain the help
they desire on their terms.”

With the surge in energy prices, con-
cerned customers of E.ON - the largest
energy and renewable electricity supplier in
the UK - have certainly wanted help. Con-
versational Al is easing the load.

Nikolai Berenbrock is the company’s
head of conversational experiences. He
says the company currently has more than
50 conversational Al solutions across the
group, serving customers and employees
and covering about 30% of demand. “This
has enabled us to offer a better customer
service experience and a massive reduction
in our operational costs,” Berenbrock says.

E.ON uses Al to automate repetitive
tasks so that agents are “available to jump
in where they can make a valuable differ-
ence”, he adds. The technology “allows
us to scale our customer service in a loca-
tion and time-independent way, so that we
can be where our customers are by offering
our service on our website in a LiveChat
channel, WhatsApp, Facebook Messen-
ger, telephony channel, etc, whenever they
need us, 24/7.”

Jason Costain is head of fraud preven-
tion at NatWest, which serves 19 million
customers across 12 banking and financial
services brands. He offers another example
of how conversational Al is being utilised.

“Using voice-biometric technology, we’re
building a clear picture of our custom-
ers’ voices and what criminal voices sound
like,” he says. “We can detect when we get a
fraudulent voice coming in across our net-
work as soon as it happens. Using a combi-
nation of biometric and behavioural data,
we now have far greater confidence that we
are speaking to our genuine customers and
keeping them safe.”

Demand for conversational AI isn’t lim-
ited to customer experience, says Goehler.
“We’re seeing huge demand from com-
panies using our solutions for employee
experience, with tickets filled by corporate
employees jumping 31% last year — nearly
double the rates seen by customer-facing
support teams at B2B and B2C companies,”
he says, signposting the direction of travel.

Despite the clear advantages of conver-
sational AI and the momentum behind
the technology, Goehler sounds a note of
caution to business leaders who, to quote
another Elvis song, can’t help falling in love
with the technology. “While just over half of
EMEA companies report that chatbots are
becoming more human-like, Al can’t — and
shouldn’t - be a 100% solution,” he says.

Zendesk research indicates more than
60% of customers will walk away after one
poor experience — up 22% from last year. Per-
haps this shouldn’t be a surprise. After all,
who can blame their suspicious minds? @
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"l didn"t want Al
leaving people

behind, so
| decided to
do something

about it”

A celebrated tech leader and
design pioneer, Robb Wilson

built a conversational Al

platform that is sweeping the
marketplace. Robb has poured
decades of learning into his new
book Age of Invisible Machines:
A Practical Guide to Growing a
Hyperautomated Ecosystem of
Intelligent Digital Workers

Your career began in the film

industry. Did that influence your

later work?

Definitely. In the early '90s, |

worked in sound design at Warner
Bros., where many of my colleagues had
been in the film industry for nearly half
a century. At the time, the film world
was transitioning from analogue to dig-
ital. | realised the wisdom these sound
editors brought to their craft was in
danger of being lost if the industry
started hiring people who were simply
better at using computers.

There’s a very distinct rhythm to edit-
ing film, and a lot of that comes from
the physical act of cutting and splicing
celluloid, so | designed a digital editing
interface that mimicked the controls of
anold school sound editing system. The
older, experienced editors were able
to acclimate to the digital editing pro-
cess and younger editors learned the
rhythms of working film by hand. The
experience showed me how important
itis to bridge the gap between humans
and machines.

From film you moved into
experience design, enjoying
considerable success. How did
that shape your perspective on
conversational Al?
| don’t like waving my accom-
plishments around, but it’s safe to
say that almost everyone on the planet
has touched a piece of technology | had
a hand in developing. | was tapped to
design one of the first iPad apps and,
over the years, I've worked with many
of the largest technology companies in
the world.

I've also collected more than 100
awards, which | only bring up because
roughly half of them are in technology
and the other half are in design. This
balance is important, because while
conversational Al involves the orches-
tration of a whole host of complex

Age of
Invisible

technologies — like NLU/NLP, code-
free programming, RPA, and machine
learning — its success is entirely
dependent on adoption, which can
only be achieved by focusing on expe-
rience design.

Is that balance, between
technology and design, central
to your work at OneReach.ai?
Definitely. I've been exploring
conversational Al for more than
two decades, and what first drew me in
was the fact that, of all the experiences
people had with technology, conversa-
tional ones were uniformly the worst.
Once conversational Al experiences
stop sucking, adoption will skyrocket.

Conversation is an interface that
requires zero training, which gives
anyone, anywhere, the ability to lev-
erage powerful problem-solving
machines. Basically, | didn’t want to
see technology—specifically Al— leave
people behind, so | decided to do
something about it.

Our platform allows organisations to
take charge of their automation strat-
egy and put themselves in the position
to become self driving. Our approach
works, and OneReach.ai scored highest
overall in the inaugural 2022 Gartner
Critical Capabilities for Enterprise
Conversational Al Platforms report.

For me and my team, it validated our
philosophy that the only way to really
succeed with conversational Al is to
have the ability to orchestrate all the
associated technologies using code-
free tools on an open platform; one
that’s flexible enough to incorporate
the best products the marketplace
has to offer.

Are there other things you're
doing differently at OneReach.ai
we should know about?

Our no-code creation tools make
it so that the people building

OneReach.ai scored
highest overall in the
inaugural 2022 Gartner
Critical Capabilities

for Enterprise
Conversational Al
Platforms report

solutions don’t need any of the skills
typically associated with a software
developer. This hascompletely changed
the way we hire solution designers. We
aren’t looking for unicorns who can
write code while understanding the
nuance and intricacies of design. When
building with our platform, the soft-
ware is, in effect, the direct result of
the design process. This frees us up to
hire people who are passionate about
solving problems.

One of our most successful lead solu-
tion designers came to us right out of
college with a biology degree. It made
no difference to us that she didn’t have
a background in technology or design.
We saw her as a crack problem solver,<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>