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n March, the White House 
announced that all federal 
agencies in the US would 

have to appoint a chief AI officer  
to strengthen their governance in 
respect of the technology. The man-
date is expected to create about 100 
such CAIOs by the end of May.

Should other enterprises follow 
suit? “It depends” is the answer that 
most experts will give. 

One of them is Michael Queenan, 
founder and CEO of Nephos Tech-
nologies, a consultancy specialis-
ing in data services integrations. 
He notes that many S&P 250 com-
panies are hiring, or talking about 
hiring, an AI chief of some descrip-
tion. But he compares this to an 
“emperor’s new clothes” scenario, 
suggesting that firms are “often not 
giving enough thought” to why they 
really need one. 

Their reasoning may be no more 
complex than “they don’t want to be 
seen as the company that doesn’t 
have one, lest they’re asked why not 
at the next shareholder meeting or 
on CNN and their share price falls”, 
Queenan explains.

The decision whether to hire an AI 
supremo or not should be based on 
how central the technology already 
is to the business. That’s the view of 
Brian Peterson, co-founder and CTO 
of Dialpad, the creator of an AI-based 
customer intelligence platform. 

“If AI is a big element of your busi-
ness or you’re building it into your 
product set, having a CAIO would 
provide focus. But, if it just seems 
cool and could be part of your future 
but you’re not sure how yet, appoint-
ing one might not be right for you,” 
he says, suggesting that it would 
make more sense in the latter sce-
nario to hire a consultant first to 
assess the technology’s potential 
value to the firm.

In any case, CAIOs are a scarce and 
costly commodity, reports Waseem 
Ali, CEO of Rockborne, a recruit-
ment consultancy specialising in 
the data and AI sector.

“We’re not seeing many on the 
market,” he says, noting that they’re 
mostly working in “sectors such as 
fintech and healthtech. Ecommerce 
companies and some insurance 
firms that are algorithmically driv-
en have been hiring them too.” 

Ali also points to the Future of 
Work Report published by LinkedIn 
in November 2023. This indicated 
that the number of employers creat-
ing the less senior role of head of AI 
had more than tripled in five years. 

He has observed “more chief data 
officers than anyone else absorbing 
the AI remit to become chief data 
and AI officers, while some organi-
sations are simply turning their 
CDOs into CAIOs. You don’t see  
this conversion happen as much 
with CIOs or CTOs unless they have 
a data remit.”

The absorption of roles makes 
sense to Queenan, who says: “Com-
panies should absolutely get across 
AI, but most large ones already 
have the data science people and 
processes in place to do that. AI is 
an app that sits on top of your data, 
which means it’s just another data 
product. So, if you already have a 
team creating such things, this is 
simply adding another string to 
their bow.”

He believes that having “a head of 
AI who reports to the CIO or CTO is 
more than sufficient in most cases. 
In five years’ time, there could be a 
real need for a powerful job title such 
as CAIO, but it’s too early for it now.”

Queenan’s view is that organisa-
tions generally need more time to 
work out how to “do AI better” and 
decide whether they will benefit 
most from developing their own 
tech or buying off-the-shelf prod-
ucts. Most firms already seeking to 
hire a CAIO are “putting the cart too 
far in front of the horse”, he argues. 

Peterson agrees that granting an 
AI specialist a seat at the top table 
now would probably be overkill in 
most organisations. 

“It depends on what expertise 
there already is on the board and 

what value a CAIO could bring,” he 
says. “But, if you’re not a tech com-
pany and AI isn’t core to your busi-
ness, it probably isn’t necessary.”

This view is borne out in the wider 
recruitment market – Ali has seen 
few C-level appointments for AI 
experts to date, although he reports 
that firms are getting more interest-
ed in finding non-executive direc-
tors with AI knowledge. 

Anyone seeking to become an AI 
chief must demonstrate a range of 
top-level skills, including strategic 
thinking and effective communica-
tion, according to Ali. A CAIO will 
be able to manage the board’s 
expectations about what the tech-
nology can and cannot do and 
explain likely outcomes in a lan-
guage that its members can relate 
to. This includes expressing where 
AI tools could add value by reducing 
costs, for instance.

Equally important is the ability to 
track, understand and explain the 
evolving governance issues sur-
rounding GenAI, including the eth-
ical, reputational and regulatory 
risks it poses.

A final consideration, if your com-
pany is set on hiring an AI chief, is to 
“put your money where your mouth 
is” and equip the successful candi-
date adequately, Peterson argues.

“You can’t just hire a CIAO, give 
them that big title with lots of expec-
tations and leave them to it,” he 
warns. “You need to support them 
by putting money, resources and 
prioritisation behind it. Otherwise, 
you’ll be setting them up to fail.” 

Is this the right moment to 
appoint a chief AI officer?
The rapid advance of generative AI has been bewildering. No wonder many  
business leaders are considering whether they’d benefit from the guidance  
of a strategic-level expert in the field
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have already hired  
an AI chief to support  
their use of generative AI
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t is no secret that artificial 
intelligence is transforming 
the world of work. Already 

employees use a plethora of AI assis-
tants to streamline everyday tasks, 
such as writing emails, developing 
code, crafting marketing strategies and 
even managing company finances. The 
trend is set to accelerate as the tech-
nology develops, yielding huge produc-
tivity benefits for organisations.

Yet as thousands of new AI-enabled 
applications are launched each week, 
many of them free to use, there are 
growing concerns about the data pro-
tection risks.

Many organisations have no idea what 
AI apps and services are being used by 
their staff, or for what purpose. They 
are also unaware of what data is being 
shared and with whom, or how it is 
being managed and protected.

This heightens the risk of data breaches 
that come with significant financial and 
reputational costs. Additionally, there is 
a real possibility that organisations may 
be feeding AI tools with sensitive corpo-
rate information without realising, con-
tributing to the training of potentially 
competitive AI models.

So how can firms reap the benefits of 
AI while mitigating against the risks?

Data protection is non-negotiable
Neil Thacker is chief information secu-
rity officer EMEA at Netskope, a secure 
access service edge (SASE) provider 
that helps organisations around the 
world to prevent data loss, leakage and 
misuse. He says the arrival of AI is much 
like the advent of cloud computing or 
even the internet, with companies still 
scrambling to understand the technol-
ogy and its risks.

“This comes as data regulation is 
being tightened up around the world, 
making the safeguarding of sensitive 
data non-negotiable for every busi-
ness,” Thacker says. The EU’s existing 
GDPR rules and new AI Act, which is set 
to come into force over the next few 
years, are cases in point.

At the same time corporate use of 
AI-enabled apps is accelerating rapidly. 
According to Netskope Threat Labs’ 
Cloud & Threat Report 2023, organisa-
tions of 10,000 staff or more accessed 
at least five generative AI apps daily last 
year, with ChatGPT, Microsoft Co-pilot 
and GitHub Copilot being among the 
most commonly used.

The algorithms that power these 
platforms develop and improve based 
on the data fed into them, which raises 
myriad copyright and intellectual 
property issues. For example, last year 
source code was being posted to the 
most popular generative AI app, 
ChatGPT, at a concerning rate of 158 
incidents per month in 2023, accord-
ing to Netskope research.

“If firms are not careful they could 
leave sensitive data such as proprietary 
IP, source code or financial information 
accessible to competitors. Without 
realising it you are helping train even 
smarter AI platforms that can help your 
competitors,” Thacker says. “The risk is 
immediate too. It used to take years to 
train powerful new algorithms but 
these days it can be done in a matter of 
days and weeks.”

Private AI?
Thacker says firms must deploy con-
tinuous data protection policies and 
tools to protect themselves. Chief 
information security officers (CISOs) 
should make an inventory of all the AI 
services in use across their organisa-
tion, identifying those that are truly 
relevant to the company.

They then need to vet each platform 
vendor and assess its data policies, 
including whether it relies on third- or 
fourth-party support. 

“There are significant costs associ-
ated with AI technology, so it’s obvious 
that free or inexpensive options make 
their money in other ways – by selling 
data or the AI intelligence that it has 
contributed towards,” says Thacker. “In 
such cases, a thorough examination of 

the terms and conditions becomes 
imperative for CISOs to ensure the pro-
tection and privacy of sensitive data.”

What many organisations do not 
realise is that popular AI apps often 
offer private subscription plans, 
where for a fee customer data is not 
used to update the public model. Yet 
given the large and growing number of 
platforms in use in the corporate 
world, doing so for every app would be 
costly and impractical while failing to 
offset future risk.

Data loss prevention (DLP) tools must 
be deployed to help bridge these gaps. 
Take Netskope’s platform, which uses a 
proprietary system to ensure no sensi-
tive information is used within input 
queries to AI applications without 
informed consent.

It plugs seamlessly into cloud ser-
vices, flagging the risks associated 
with more than 85,000 cloud apps and 
services including AI apps. Powered by 
AI itself, it learns how to recognise 
sensitive data based on an organisa-
tion’s preferences and identify it in 
real time.

When a risk is detected it issues a 
pop-up message telling the employee 
the risk level of the app they are using 
on a scale from 0-100.

“We base the score on 50 variables, 
including the security controls that plat-
form has in place, its privacy policy, 
where any data is being processed and 
the regulatory challenges, and any other 
potential legal liability issues,” says 
Thacker. “If an app is high risk the 
employee can make a call on whether to 
use it depending on the sensitivity of the 
data involved. Netskope may also be able 
to offer them an alternative that is more 
secure for the organisation.”

Research has shown this behavioural 
approach to data security is highly 
effective, given that a staggering 95% 
of cybersecurity incidents stem from 
human error.  Continuously training 
people using point-in-time warnings is 
highly effective the same way rein-
forced training is used in AI models; “I 

use the analogy of radar speed cam-
eras that tell you your speed,” says 
Thacker. “Once you are reminded how 
fast you are going and the conse-
quences, you slow down. It’s about 
point-in-time awareness of the risks.”

Founded in 2012 Netskope has 
become a leader in the SASE space, 
offering unrivaled visibility, real-time 
data and threat protection for cloud 
services, websites and private apps. 
Known for its data and threat protec-
tion, the US company is now leading the 
way in the AI security space globally.

“As the digital transformation of 
companies continues, AI will offer 
enormous benefits in terms of 
enhanced efficiency, competitiveness 
and end-user experiences,” says 
Thacker. “But it has also become the 
frontline in the fight to protect data, 
and organisations that do not adapt to 
the evolving threat landscape could 
pay a high price.”

For more, please visit netskope.com

Using human intelligence to 
mitigate artificial intelligence risks
AI is transforming how organisations operate, but significant data protection challenges must be overcome
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Without realising it you are 
helping train even smarter  
AI platforms that can help  
your competitors

Sean Hargrave
A freelance journalist 
covering topics such as 
financial services and 
digital marketing. He is a 
former Sunday Times 
innovation editor.

21% of large and medium-sized 
companies are actively seeking 
a chief AI officer
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What UK firms need to know about 
the EU’s Artificial Intelligence Act

ver since ChatGPT shook 
up the business world in Q4 
2022, firms have been rac-

ing to use AI, but regulators are 
catching up fast in their bid to 
ensure that any such application is 
safe and trustworthy.

In March, for instance, the Euro-
pean Parliament signed off the EU 
Artificial Intelligence Act. Pending 
final checks, the legislation should 
be adopted before the parliamenta-
ry election in June, with its provi-
sions taking effect in stages over 24 
months. It amounts to the world’s 
first major set of statutory standards 
governing the use of AI.

“With the growing presence of AI 
in all aspects of daily life, legal 
frameworks are urgently needed to 
regulate its uses and protect data,” 
says Neil Thacker, CISO at cyberse-
curity firm Netskope in EMEA. 

He adds that one of the main objec-
tives of the new legislation is to 
“strike the right balance of enabling 
innovation while respecting ethical 
principles”. As part of this effort, the 
act splits AI systems into different 
risk categories governed by require-
ments of varying stringency. 

It will also apply to any system that 
touches, or otherwise interacts with, 
consumers in the EU. That means it 
could have a broad extraterritorial 
impact. A British company using AI 
to analyse data that’s then sent to a 
European client, for instance, would 
be covered by the legislation. 

questions for any UK firm to ask 
itself is whether it’s selling high-
risk systems into the EU, says Veale, 
who notes that the vast majority 
won’t be. In any case, the few that 
are “should be looking at the stand-
ards and making sure they’re fol-
lowing them anyway”. 

The EU won’t be assessing firms 
and certifying them as compliant, 
so third-party industry-led stand-
ards bodies will likely self-police, 
with the regulators stepping in only 
if needed, he adds. 

There are certain aspects of the act 
that “average non-specialist busi-
nesses should know”, so that they 
can take steps to ensure compliance, 
according to Thacker. 

“Initially, they should heed its  
references to general-purpose AI 
systems,” he advises. “The new law 
includes transparency require-
ments including technical docu-
mentation and compliance with EU 
copyright laws. Where such infor-
mation is not available, businesses 
will be required to control the inter-
nal use of such systems.” 

Thacker points out that the legisla-
tion includes explicit requirements 
for detailed summaries about the 
content used in training any gener-
al-purpose AI systems.

Companies specialising in areas 
that the legislation deems “high 
risk” will need to be particularly 
attentive to its terms. That’s not only 
because of the more stringent 
requirements that will apply to 
them. It’s also because they’ll have 
less time to ensure compliance. 
While most organisations will have 
two years to implement any required 
changes, the deadline is tighter for 
makers of high-risk systems.

Most of the applications identi-
fied as high risk by the act are those 
that public sector organisations 
would use for purposes such as edu-
cation, the management of critical 
infrastructure or the allocation of 
emergency services.

Any UK firm selling AI products 
for such purposes would need to 
register these in a centralised data-
base and undergo the same certifi-
cation process that applies to any 
EU counterpart. 

Beyond that, all businesses would 
be wise to audit their systems and 
use of AI more regularly and thor-
oughly. This should help them to 
prepare for any further statutory 
changes in this fast-moving field. 

The EU’s act is the first legislative 
effort of note to lasso a constantly 
evolving technology that, in its cur-
rent form, is barely 18 months old. 
The situation could easily change 
radically long before this law’s final 
provisions are due to take effect. It’s 
therefore vital for businesses to keep 
abreast of AI developments as a mat-
ter of course, Thacker stresses. 

This landmark 
legislation was 
recently approved 
by the European 
Parliament and  
will come into force 
gradually over the 
next two years.  
How will it affect 
businesses beyond 
the bloc?

“The act is wide-ranging, trying to 
provide guidance and protection 
across the multitude of areas that AI 
will affect in the coming years,” 
Thacker says.

The main concern for UK business 
leaders is how onerous the new law 
is likely to be for their firms. For 
many, the EU’s previous big statuto-
ry intervention – the General Data 
Protection Regulation – has cast a 
long shadow since taking effect in 
2018. Remembering the paperwork 
this required and the many changes 
they had to make to ensure compli-
ance, they’re understandably wor-
ried that the new legislation could 
impose similar bureaucratic bur-
dens, which might prove costly.

Fear not, says Michael Veale, asso-
ciate professor at University College 
London’s faculty of laws, who has 
been poring over its small print. 

Many of its provisions are “quite 
straightforward and imaginable”, 
he says. These include “making sure 
that your system is secure and not 
biased in ways that are undesirable, 
and that any human overseeing it 
can do so robustly”. 

Such requirements shouldn’t be 
too taxing, according to Veale. 

“They echo a variety of the very 
basic demands on AI systems in 
recent years,” he explains. “While it 
may be difficult to interpret them in 
every single context, they aren’t par-
ticularly onerous or revolutionary.”

One of the most fundamental 

THE COST OF COMPLIANCE

Projected compliance costs for GPT-4 under the act, as a share  
of the total investment required to develop an AI system

The AI Act is wide-ranging, 
trying to provide guidance and 
protection across the multitude 
of areas that AI will affect

Chris Stokel-Walker

The Future Society, 2023
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Technical 
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and quality 
management

Subtotal

0.11%

0.04%

0.08% 0.23%

Commercial feature

rtificial intelligence is set to 
transform the way compa-
nies operate over the next 

decade, making workers more produc-
tive, improving customer service and 
offering firms invaluable insights on 
their operations. 

Yet despite the huge competitive 
advantages AI offers, many early adop-
ters have not achieved the results they 
hoped for, while others have found it 
hard to adopt these systems at scale. 

Typically, data management issues are 
to blame, as organisations struggle to 
access the high-quality data needed to 
power the AI algorithms supporting their 
operations. Poor data input leads to bad 
outcomes at scale, as using poor-quality, 
incomplete or untrusted data as a foun-
dation for AI assistants results in inaccu-
rate or biased decisions that are of no 
help to firms, and may even hinder them. 

Poor data management could 
also create compliance problems, 
as organisations lose track of the 
data driving their AI platforms, put-
ting themselves at risk of breaching 
incoming AI regulations.

So how can organisations get a grip 
on their data today and fully reap the 
benefits of the AI revolution?

No silver bullet
Greg Hanson is GVP and head of EMEA 
North for Informatica, a leading cloud 
data management provider that helps 
businesses handle the complex chal-
lenges of dispersed and fragmented 
data to innovate with their data and AI. 

To counter this they must simplify 
their data landscape, standardise the 
tech they use and deploy an effective 
data catalogue to organise and manage 
data assets properly. 

“A company can’t get a proper pic-
ture of their customers or operations 
if their datasets are incomplete or dis-
organised,” says Heshmat. “Similarly, 
AI can’t make quality decisions in real-
time without real-time data, and that is 
hard to achieve with myriad different 
systems and integration points.”

Quality control
According to The State of AI in 2023 
McKinsey survey , inaccuracy is the 
biggest risk companies face when it 
comes to AI. Yet just 32% said they 
were mitigating that threat of inaccu-
rate data and inaccurate outcomes, 

even lower than the 38% who said they 
mitigated cybersecurity risks.

As such, it is vital that organisations 
have high-quality data to power their 
AI platforms, although identifying, ver-
ifying and extracting this information 
can be challenging. Staff also need to 
be able to access data with ease, while 
establishing robust data principles to 
ensure regulatory compliance. 

Firms have already had to adapt to 
the EU’s GDPR rules, and over the next 
few years the EU’s AI Act will come into 
force, requiring companies to demon-
strate they have full oversight of the 
data going into their AI platforms, with 
breaches leading to significant fines. 

Informatica’s solutions offer organi-
sations vital support as they prepare for 
AI adoption. The firm’s AI cloud platform 
enables them to manage and organise 
all their data with ease via one unified 
platform that breaks down silos. 

It also lets users locate, extract and 
cleanse data to develop first-class 
algorithms, while supporting good data 
governance by recording the data trails 
and providing data lineage visualisation 
sitting behind automated decisions, 
simplifying compliance. 

Democratising data
Cognizant deploys Informatica’s solu-
tions as part of its wider work supporting 
organisations’ digital transformations. It 
acts as a trusted partner to companies, 
helping them to change their data cul-
ture and processes and get the most of 
data management and AI systems. 

“Together we help organisations 
democratise data and bring it to life,” 
says Hanson. “This helps to make it 
more easily accessible to those in the 
company that need it – subject to data 
access controls. With Informatica, 
teams no longer need to ask IT for the 
information they require to make more 
informed business decisions, it is self-
serve and ready to use.” 

Gilead Sciences knows first-hand 
why good data governance is essential 
to business success. The global biop-
harmaceutical company worked jointly 
with Informatica and Cognizant to 
bring more value to customers by get-
ting more out of the data the firm had 
amassed through the manufacture and 
development of advanced treatments. 

Gilead wanted to improve its master 
data management processes and 
compliance controls, while bringing 
data into the hands of employees who 

needed it. It deployed a data mesh 
framework on Amazon Web Services, 
supported by Informatica’s AI-powered 
cloud platform which provides useful, 
holistic data to decision makers. 

As a result, Gilead was able to speed 
up its drug development, discovery 
and commercialisation processes and 
bring down costs.

“To us, a cloud-based enterprise data 
platform is not just about cost or opera-
tional efficiencies. For us, it’s a compet-
itive differentiation in the industry, we 
can make better, faster decisions about 
our business,” says Murali Vridhachalam, 
head of cloud, data & analytics at Gilead. 

Cognizant and Informatica have part-
nered to help many global brands deliver 
greater value to their customers. One 
such brand is BMW, which worked with 
both Informatica and Cognizant to 
implement a unified platform for global 
product data that provides a trusted, 
omnichannel view of critical information. 

The Informatica system enables the 
German manufacturer to deliver con-
sistent comms globally and one that 
is helping to power a next-generation 
customer experience capable of lev-
eraging new technologies like AI. BMW 
finds itself in the midst of an AI journey 
as it seeks – like many other businesses 
– to unlock the huge potential bene-
fits of AI, but to do so requires organ-
isations to resolve their long-standing 
data management issues. 

“Adding that good data governance is 
an end-to-end process, not a one-shot 
deal. says Heshmat. “It’s about having a 
data-driven culture, the right tech, and 
proper communication between your 
board, the business and IT to make sure 
data is treasured and protected across 
your organisation.” 

Hanson agrees, “AI requires holistic, 
trusted and governed data for com-
panies to succeed with correct, unbi-
ased insights. Our goal is to help firms 
unlock the power of AI and bring their 
data to life.”

To find out more please visit 
informatica.com/gb

“Technology forms a major part of 
the solution,” says Hanson. “But organ-
isations also need a data management 
strategy and cultural change which 
involves sponsorship at board level, 
engagement of people and the estab-
lishment of governance polices.”

This is why Informatica works closely 
with leading advisory organisation 
Cognizant, a global strategic alliance 
partner of Informatica, that helps firms 
embed the tech, teams and processes for 
successful AI adoption. Making the most 
of data is a theme that both Informatica 
and Cognizant are witnessing among 
customers, says Sean Heshmat, GGM 
data and AI head at Cognizant. 

He adds: “without the right input you 
will simply make incorrect decisions 
at an accelerated pace. Firms need to 
build the right foundations to ensure AI 
works for them, not against them.” 

It’s a sentiment that Hanson agrees 
with: “Many organisations believe AI 
will be an overnight silver bullet but 
there is a significant amount of foun-
dational work required to benefit from 
this technology. That’s because when 
it comes to data, the old adage applies 
– if you put garbage in, you will get gar-
bage out.” 

For any business adopting AI at scale, 
the first task is to corral all the data it 
has in one place so it can be processed 
and accessed with ease. But this can be 
challenging as large firms typically have 
multiple divisions, servers and systems 
in place around the world and data is 
often siloed. 

Securing the future:  
data integrity in the  
age of generative AI
Businesses can only unlock the benefits of artificial intelligence 
if they tackle their long-standing data management issues 

Organisations need a data-
management strategy and 
cultural change, which 
involves sponsorship at board 
level, engagement of people 
and the establishment of 
governance polices

A

MOST DECISION-MAKERS SAY THEY ARE USING GENERATIVE AI 
IN SOME CAPACITY
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McKinsey, 2023

Regularly 
use for work

Regularly 
use for work 
and outside 
of work

Regularly 
use outside 
of work

Have tried 
at least 
once

No exposure Don’t know

C-suite executives Senior managers Mid-level managers

https://www.informatica.com/gb/lp/ai.html?utm_source=uktimes&utm_medium=display&utm_ca%5B%E2%80%A6%5Dtive=uktimes-raconteurarticle&utm_journey=aih&utm_cost=none
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MAPPING THE UK'S AI TALENT

Number of professionals in the UK talent 
pool with particular job skills listed on 
LinkedIn, by most popular cities

Data science  
professionals

Data engineers

Machine learning 
engineers

Artificial intelligence is expected to be a driving force for business innovation and efficiency. But to get the most 
out of the technology, firms will require certain technical expertise in their workforce. Machine learning and data 
engineers, along with data scientists, are indispensable for organisations seeking to develop and deploy AI tools at 
scale. Where should UK firms recruit for these skills? And, what should they expect from candidates for AI roles?

THE AI  
TALENT POOL

London

Cambridge

Edinburgh

Bristol

Manchester

Leeds

77

389

396

7,199

6,118

1,506

445

315

684

597

70

95

556

563

119

14,222

15 15 16

14,101 2,497
Data science professionals Data engineers Machine learning engineers

Number of 
professionals in the 
UK talent pool with 
particular skills 
stated on LinkedIn

Gender split  
of the talent pool

Median tenure 
before finding  
a new role, months

81%
men

70%
men

78%
men

19%
women

30%
women

22%
women

MORE THAN HALF OF DATA AND MACHINE LEARNING PROFESSIONALS HAVE AT LEAST SIX YEARS OF EXPERIENCE

Years of experience in the talent pool of professionals with particular data and AI-related skills

Machine learning and data science professionals

Data engineers

3%

35% 13% 35% 17%

16% 27% 29% 25%

Less than 1 year 1 to 3 years 4 to 5 years 6 to 9 years 10 years or more

Understanding Recruitment, 2023
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arket-research companies 
have found AI to be a use-
ful analytical tool, particu-

larly its ability to understand what 
consumers write on questionnaires 
and say in audio or video inter-
views. The technology can also  
reliably interpret their answers to 
reveal hidden insights. It can even 
suggest next steps.

But in the next wave of adoption, 
market researchers will test AI’s 
ability to use synthetic responses of 
its own devising, effectively cutting 
human interviewees out of the  
equation. If their experiments prove  
successful, AI could provide near-in-
stant low-cost ‘consumer’ insights, 
reducing the need to conduct costly 
surveys and, potentially, enabling 

brands to more efficiently reach 
lucrative niche markets. 

To produce reliable responses, the 
technology must be able to under-
stand the views of the target audi-
ence and provide results that match 
those elicited by traditional con-
sumer research methods. Naturally, 
the question at this stage of devel-
opment is: can the synthetic data it 
will produce be trusted?

Market researchers at Kantar have 
taken the first steps in answering 
this. They prepared a set of ques-
tions and compared real data drawn 
from human surveys with responses 
given by OpenAI’s GPT-4 large lan-
guage model (LLM). The queries 
they used covered a wide range of 
matters, such as whether the price of 

been researching the impact of 
training on AI outcomes. 

While the technology can provide 
a good analysis of qualitative 
research, such as understanding 
what someone has said or written, 
it’s less effective at understanding 
the emotions that underpin peo-
ple’s responses. This leaves the 
notion that AI could ever make tra-
ditional market research obsolete 
open to question. 

“The issue will always be how 
meaningful the results are, particu-
larly when you’re asking about 
unknown propositions, such as a 
product that has yet to launch,” says 
Gary Topiol, managing director at 
market research firm QuestDIY. 
“Getting responses will be fairly 
easy but, as with all new methods, 
understanding when they can be 
trusted will take time.”

Another concern is the well-docu-
mented bias to which GenAI is sus-
ceptible – again, as a result of its 
training. For instance, researchers at 
Harvard have found that ChatGPT’s 
views and values are closely aligned 
with those of US citizens.

Claudy points out that “the more 
distant a country is from the US cul-
turally, the lower the correspond-
ence between the human responses 
there and ChatGPT’s. An LLM may 
be able to approximate the responses 
of the ‘average’ person on historical 
topics, but it might struggle to mimic 
the responses of certain subgroups 
or minorities accurately.”

The first concern about AI models 
is that they are programmed to pick 
up views from the internet. This can 
engender a Western, English-lan-
guage bias and create an echo cham-
ber too. While that’s a worry for 
Jeremie Brecheisen, managing part-
ner of Gallup’s EMEA division, he 
thinks there’s an even bigger issue. 

As every market researcher knows, 
consumers don’t always make the 
logical choices a computer would 
expect of them. For instance, we 
often buy goods based on a whim, 
rather than a logical assessment of 
their attributes and overall value. 
This is why it is important to ask real 
people questions that cover a range 
of emotional responses. It’s the 
answers to these questions that AI 
will struggle to mimic for the fore-
seeable future, he says.

“Our brains and emotions are 
highly complex, so it will require a 
lot of experimentation to under-
stand whether AI can get close to 
replicating the results of human 
surveys,” Brecheisen says. “There’s 
a lot of interest in using synthetic 
data to cut costs, but that’s not a 
great reason when you don’t know if 
you can trust those answers.”

Concerns are not limited to wheth-
er future models can replicate real 

human responses. There are also 
legal considerations, warns Ben 
Travers, a partner specialising in IT 
matters at law firm Knights. While 
he shares researchers’ worries that 
AI bias may lead to poor outcomes, 
he is also troubled by the use of  
personal data found on the internet 
to build profiles.

“Businesses will need to ensure 
they have a clear legal basis for 
uploading any personally identifia-
ble data to AI tools,” he says. “And 
all AI users must be alert to copy-
right issues. These apply to both the 
content fed into an AI and the con-
tent it produces. Just because this 
material is easily accessible does 
not mean that it’s lawful to copy it. 
Such content is not ‘fair game’ – 
copyright will enable the rights 
owner to control how it is used.”

The future of AI in market research 
is unclear. While the technology is 
undoubtedly a boon to those com-
piling surveys and interpreting 
responses, it remains to be seen 
whether it can reliably answer ques-
tions itself. The ultimate prize of 
having a system that can accurately 
predict which car will sell best 
among millennials in Peru, say, or 
how much sugar to remove from a 
soda for the Hungarian market 
seems to be the stuff of science fic-
tion – for now, at least. 

Not content with using AI to analyse feedback from 
consumer polls, market researchers hope it could 
eliminate human respondents from the process by 
generating the same replies they’d have given

Sean Hargrave

Businesses will need to ensure 
they have a clear legal basis 
for uploading any personally 
identifiable data to AI tools

How tech might tick 
the right survey boxes

Gartner, 2022

A more realistic use 
case for synthetic 
data is as a tool 
to complement, 
rather than replace, 
traditional research

luxury holidays is off-putting and 
whether a given piece of technology 
helps the owner to connect with 
people who share their interests.

When asked about more practical 
issues, GPT-4 gave similar answers 
to those provided by the human 
respondents. However, the more 
nuanced questions, requiring great-
er emotional reflection, produced 
significant differences. 

Such results are what you might 
intuitively expect, notes Jon Pule-
ston, vice-president of innovation at 
Kantar’s profiles division. AI is good 
for some parts of market research, 
but it’s limited if asked to adopt the 
persona of diverse human audiences. 

“It’s clear that there are risks to 
relying solely on synthetic data if 
you’re making a business decision 
that’s worth billions,” he says. “Real 
human insights still form the heart 
of good market research. A more 
realistic use case for synthetic data 
is as a tool to complement, rather 
than replace, traditional research – 
for instance, by boosting sample 
sizes in surveys, particularly for 
niche audiences.”

The experiments’ results so far 
indicate that the LLM’s outputs are 
only as good as the human-profiling 
data fed into it, notes Marius Claudy, 
associate professor of marketing at 
University College Dublin, who has 

Commercial feature

ustomer service is no 
stranger to the rise of auto-
mation, from having to 

choose numbered call centre options 
to asking online chatbots for advice.

While many consumers cite frustra-
tions with such systems that haven’t 
quite got it right, increasing numbers 
of incoming queries have left com-
panies reliant on chatbots to reduce 
long waiting times for customers and 
employees alike.

For Girish Mathrubootham, CEO and 
founder of Freshworks, a company that 
creates AI-boosted business software, 
there is a better solution available – 
embedding generative AI to deliver 
quicker, simpler and more seamless 
customer service, without sacrificing 
user experience.

“If a business scales from serving 
thousands of customers to millions 
of customers, it is not sustainable to 
keep hiring more and more people to 
deal with level one customer service,” 
he explains. Enquiries regarding order 
tracking or cancellation are simple and 
can easily be dealt with by generative AI. 

“Businesses have always driven 
automation through self-help, but 
generative AI is a significant leap in 
what can be accomplished in cus-
tomer service,” he explains. 

More accurate responses 
Mathrubootham suggests consumers 
aren’t bothered if problems are solved 
by AI or humans, as long as they get the 
right answer, and fast.

Through generative AI, automated 
customer service can now handle que-
ries in near real-time, in multiple lan-
guages and through a two-way con-
versation, even when the discussion 
is complex. It can also decipher and 
understand audio, images or videos.

“The biggest achievement,” 
Mathrubootham says, “is having a mul-
ti-turn conversation with follow-up 
questions. This powerful technology 
produces a faster, more accurate and 
personalised response.”

A major timesaver  
for human colleagues
Generative AI’s role within customer 
service is to act as a co-pilot, work-
ing alongside humans to make their 
day-to-day tasks easier. This frees up 
human agents’ time to solve more com-
plex problems or helps them complete 
administrative tasks more efficiently, 
such as locating information from huge 
digital knowledge bases.

Mastering CX:  
how AI can improve 
customer service
Consumer frustrations with long call-waiting times and 
unresponsive chatbots are harming customer-service metrics.  
But generative AI can transform how answers are delivered

It can also proactively provide quality 
control on replies to customers, mon-
itoring outbound messages and sug-
gesting better responses.

“The AI might say ‘this doesn’t 
look like the right answer’,” 
Mathrubootham explains. “It can also 
detect if the tone isn’t professional 
or courteous, raising prompts to 
rephrase. This feature is particularly 
useful for training new employees.”

For generative AI to perform at its 
best, companies must initially feed 
in the right training data, set strong 
guardrails on the language used and 
ensure systems are secure.

One solution is to use the best 
and brightest human customer ser-
vice agents in an organisation to train 
models, with these colleagues contin-
ually testing and refining automated 
responses until they sound human. 

“If you put garbage in, you get gar-
bage out,” Mathrubootham warns. 
“When you’re training machines with 
data that is not accurate, machines can 
pick the wrong answers. You can’t just 
feed them a million customer service 
calls or a million response tickets from 
the past.”

The route to strong  
business metrics 
Customer happiness is critical to long-
term success and embedding genera-
tive AI within customer service is now 
key to achieving satisfaction at scale. 

For example, companies with high 
levels of unstructured data, such as 
customer satisfaction surveys or email 
queries, can quickly use it to pinpoint 
what support enquiries are most 

common. This allows organisations 
to highlight nuances from customer 
replies to clearly show why they are 
satisfied or disillusioned and increase 
productivity by dealing with simple 
queries in large batches. 

Implementing technology from a 
trusted partner can prove the best 
value. Freshworks’ Freddy AI, for 
example, uses its existing data train-
ing sets alongside a company’s inter-
nal databases, creating a tailored cus-
tomer experience. 

“When we talk about empathy and 
a human experience, some of this is 
readily available with generative AI,” 
says Mathrubootham. “Customer ser-
vice leaders must accept this is a big 
opportunity for their metrics, improving 
average handling and resolution times.”

Mathrubootham explains that over the 
past three or four decades, businesses 
had to use humans to structure data in 
CRM or helpdesk systems to access the 
best insights, a process which lacks effi-
ciency and limits productivity. 

Now, generative AI is able to auto-
matically complete these tasks in real-
time, fundamentally changing the rules 
of the game. To unlock the benefits, 
businesses must pay attention to what 
their customers care about most and 
invest in a comprehensive generative 
AI partner.

For more information please visit
freshworks.com
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AI DOES BEST WITH MORE PRACTICAL QUESTIONS

Human and AI-generated responses to particular product-related questions

What is the importance of price 
when purchasing a luxury item?

Products are a way for me to connect 
with others who share my passion

Human response

Human response

GPT-4 response

GPT-4 response

Net unimportant, or neutral

Net disagree, or neutral

Net important

Net agree

8%

4%

92%

96%

31%70%

7% 92%

*Owing to rounding, responses do not total 100%

https://www.freshworks.com/
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ittle more than a year after 
ChatGPT made its seismic 
impact on business and 

wider society, questions about the 
safety of AI have become a press- 
ing issue for investors in the 2024 
proxy season. 

Several AI-related shareholder 
proposals have been prompted by 
growing concern about the risks 
that rapid advances in this field 
pose to core institutions and the 
fundamentals of democracy and 
human rights.

The nearly 20 proposals submit-
ted since late last year have mainly 
been aimed at companies ushering 
in the age of AI, including Alphabet 
(Google), Amazon, Apple, Microsoft 
and Meta Platforms. The signatories 
are seeking greater transparency 
regarding how the technology is 
being applied at those companies, 
as well as the disclosure of ethical 
guidelines governing its use. 

While these proposals have tend-
ed to come from the investment 
community’s more socially focused 
members, their concern about the 
ramifications of AI usage reflects a 
sentiment shared among investors 
more broadly, according to finance 
and governance experts. 

Courteney Keatinge is senior direc-
tor of ESG research at Glass Lewis, a 
proxy advisory firm. She summarises 
the situation as “just a matter of inves-
tors getting a better understanding of 

how companies are using AI and com-
panies being better able to communi-
cate how they’re using it”. 

That’s easier said than done, of 
course. Companies don’t seem keen 
to meet investors’ demands by 
expanding on the voluntary disclo-
sures that some have already made. 
But, given the growing societal pres-
sure on big tech for greater openness 
in this respect, more formal report-
ing on AI-based activity is likely.

Investors aren’t alone in calling for 
better governance and more trans-
parency. A range of authorities are 
seeking to create standards covering 
the use and development of AI.

The most sweeping of these so far 
is the EU’s Artificial Intelligence 
Act, approved in March by the Euro-
pean Parliament (see p4). This legis-
lation aims to ensure fundamental 
rights and safety relating to AI sys-
tems. It will apply to any AI-based 
tool marketed in the EU, regardless 
of its creator’s location. 

In February, the UK government 
published its long-awaited plan for 
regulating AI. Built on core princi-
ples including transparency and 
accountability, the plan does not 
mandate legislation.

This past October, President Biden 
issued an executive order tasking 
federal agencies with the creation 
of guidelines for the use of AI. 
Scores of related bills are pending 
in the US Congress.

“I’m quite startled by how rapidly 
this is moving,” says Heidi Welsh, 
executive director of the not- 
for-profit Sustainable Investments 
Institute in Washington DC, which 
tracks ESG-related proposals. “Usu-
ally with corporate responsibility 
issues, things kick around for a  
couple of years and then a policy 
slowly emerges.”

Yet that’s still probably not fast 
enough for some, including the 
AFL-CIO. The US trade union feder-
ation has adopted shareholder  
activism as a way to check the prolif-
eration of AI. It has submitted half  
a dozen proposals seeking disclo-
sures and ethical guidelines from 
the likes of Netflix, Walt Disney and 
Warner Bros Discovery. 

The role of AI in film and TV pro-
duction emerged as a contentious 
issue in last year’s labour dispute 
between creative unions such as 
the Writers Guild of America and 
Hollywood’s big studios. While the 
final settlements included protec-
tions for workers, the stir caused by 
the recent release of Sora, OpenAI’s 
text-to-video tool, suggests that 
industrial strife concerning AI’s 
role in the creative process may 
well recur. 

Another focus of the recent AI pro-
posals is the technology’s potential 
for amplifying misinformation and 
disinformation, posing a threat to 
democracies around the world, 

especially at a time when several 
major elections are imminent. With 
this in mind, activist investment 
firm Arjuna Capital has called on a 
number of big tech firms to issue 
annual reports on the risks arising 
from facilitating misinformation/
disinformation and how they would 
address the problem.

In its formal response to Arjuna 
Capital’s proposal, Microsoft indi-
cated that it already had adequate 
policies and practices in place to 
manage such risks. Among other 
disclosures, it mentioned a new 
annual report on its AI governance 
practices – based on a commitment 
made at a White House meeting of 
major developers in July 2023 – 
which will be published by the end 
of this quarter. 

Microsoft, which last year invest-
ed $10bn (£8bn) in OpenAI, also 

downplayed the disbandment of its 
ethics and society team last year, 
noting that it still had nearly 350 
people working to ensure responsi-
ble developments in AI. 

Its reply broadly reflects those of 
other firms that have received AI- 
related proposals. The general mes-
sage is that they already have 
adequate safeguards in place to 
ensure AI safety and are complying 
with recent government initiatives 
in this area. 

Two AI proposals have come up for 
a vote at annual shareholder meet-
ings so far. The AFL-CIO’s call for 
ethics disclosures at Apple drew 
support from 37.5% of investors.  
At Microsoft, meanwhile, 21.2% 
backed Arjuna Capital’s proposal 
focused on AI misinformation. 

Even though neither proposal 
gained the majority approval 
required for passage, Welsh says she 
is encouraged by the results – espe-
cially the Apple vote – given that the 
debate is such a new one.

The issue is coming on to the 
radars of larger, more traditional 
asset management firms too. A sur-
vey of governance specialists work-
ing at such institutional investors 
published by EY in February found 
that responsible AI had surfaced as 
an “engagement” priority (in talks 
with companies) this year, with 19% 
of respondents citing it. 

Research published last year by 

ISS-Corporate, part of proxy adviser 
Institutional Shareholder Services, 
revealed that, as of September 2023, 
only about 15% of the S&P 500  
were providing any information  
in proxy statements about their 
boards’ oversight of AI. 

Aiming to improve on that per-
centage, two shareholder proposals 
were submitted this year to Alpha-
bet and Amazon respectively. One, 
from socially responsible investor 
Trillium Management, urged Alpha-
bet to formally empower its board’s 
audit and compliance committee to 
oversee the company’s AI activities 
and fulfilment of its AI principles. 
The other, filed by the AFL-CIO, 
called on Amazon’s board to create a 
new committee to address the per-
ceived risks its AI-based systems 
posed to human rights. 

Although companies do not yet 
have clear guidelines or disclosure 
requirements for AI in their finan-
cial reporting, that situation will 
change as the technology becomes 
ever more material to their busi-
nesses. So says Séverine Neervoort, 
global policy director at the not- 
for-profit International Corporate 
Governance Network.

“We can expect to see increased 
regulatory scrutiny and, most likely 
over time, disclosure standards and 
requirements,” she predicts. 

The recent disclosure rules on 
cyber risks issued by the US Securi-
ties and Exchange Commission 
(SEC) suggest a possible future for 
AI reporting, according to Keatinge, 
who foresees “a natural extension” 
of the regulator’s approach to 
cybersecurity matters.

Nonetheless, she acknowledges 
that a new set of SEC rules for AI- 
related disclosures is probably still 
some way off, given the painstaking 
nature of the regulatory process. 

As companies expand their use of AI, 
concerned shareholders are pressing 
them to become more open about how 
they’re using the technology and what 
safeguards they have in place

Black-box 
blues: 
investors 
take big tech 
to task on 
AI opacity

Mark Walsh

We can expect to see increased 
regulatory scrutiny and, most 
likely over time, disclosure 
standards and requirements

Comptia, 2024

MORE THAN HALF OF US COMPANIES CLAIM TO BE USING AI

Current adoption of AI by US companies
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It's about investors 
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understanding of how 
companies use AI – 
and firms getter better 
at communicating it

22%

33%

Limited 
implementation

Aggressively pursing 
implementation across the 
business/various workflows

45% Exploring use cases
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s a profession rooted in tra-
dition, the legal industry does 
not necessarily have a repu-

tation for embracing change. Yet, there 
is a growing appetite for trustworthy 
and reliable artificial intelligence (AI) 
amongst lawyers. 

In fact, Goldman Sachs has pre-
dicted that the legal industry is likely 
to be the second most impacted by 
AI, with 46% of tasks able to be auto-
mated by this technology. With this in 
mind, law firms should start thinking 
about how AI may intersect with the 
legal professions’ demands.

“Firms are going to have to get com-
fortable with a different set of skills. 
The skill is no longer merely drafting 
a brilliant contract, it is ensuring the 
contract that has been created cor-
rectly meets all the client needs,” says 
Stuart Greenhill, director of segment 
management at LexisNexis. 

According to a survey by LexisNexis 
in January 2024, more than one-quar-
ter of lawyers in the UK already use 
generative AI at least once a month. 
Back in July 2023, this number sat at 
11%, showing a considerable mindset 
shift for an industry known for being 
risk-averse. 

Why it’s time for law 
firms to start investing 
in generative AI
Demand for AI has arrived in the legal industry. Law firms must 
embrace the change or risk falling behind 

So, while AI is already driving change 
in the legal industry, there are still 
significant concerns. The biggest 
challenge to adoption is the risk of 
hallucination, where the AI model ‘hal-
lucinates’ something that isn’t real. 

For example, there have been 
reported instances where experienced 
lawyers have experimented with pub-
licly available AI models, resulting in the 
citation of non-existent cases. 

Another notable challenge is secu-
rity. Given that law firms hold privileged 
information about their clients, there is 
a risk of it leaking into the public domain 
if lawyers are using AI that is insecure. 

To help mitigate these issues, lawyers 
need to ensure they are using legally 
grounded generative AI systems that 
have been trained on legal data and 
do not retain confidential information. 
LexisNexis, for example, has created 
Lexis+ AI, a legal-specific AI engine. 
The AI model is built to access all of 
LexisNexis’ legal research and practi-
cal guidance content, so when lawyers 
are seeking information, they can be 
assured it is generated from an author-
itative source.  

“Anything that our AI engine gener-
ates is cited and comes with a click-
able link directly to the underlying 
source, so lawyers can check and be 
confident that what it says is accu-
rate,” says Greenhill.

This can significantly shorten the 
time spent on legal research tasks, for 
instance, quickly helping a junior asso-
ciate understand what case law applies 
to a particular situation.

“Unless the case has been summa-
rised for you, you will have to read 
it and that could take 20 minutes, it 
could take three hours, it could take 
a day or longer, depending on how big 

the case is,” says Greenhill. “Now you 
can just click a button and AI summa-
rises the case.”

By freeing up time for junior associ-
ates, they can be assigned higher value 
work such as contract drafting or even 
business development and bringing in 
new clients, Greenhill adds. This speeds 
up training and gives law firms access to 
more advanced lawyers faster, elevating 
the internal talent pool. 

So, the opportunities for law firms 
to gain a competitive advantage over 
their peers by moving faster on AI  
are significant.

“Firms that embrace generative AI 
can leapfrog their competitors because 
they are going to be more competitive, 
they’re going to be able to invest more 
time in building relationships with their 
clients and therefore be able to spend 
more time on the higher value work,” 
says Greenhill. 

This is a pivotal moment for law firms 
and those that don’t embrace technol-
ogy run the risk of getting left behind.

“Client expectations are climbing – 
with a growing demand for work to be 
delivered faster and with a higher level 
of service.  Firms need to continually 
innovate or else be overtaken by their 
competition,” Greenhill says.

By investing in the right tools, law 
firms can get ahead of this trend and 
ensure they are on the leading edge of 
the legal AI opportunity.  

For more information please visit
lexisnexis.co.uk

Firms that embrace 
generative AI can 
leapfrog their 
competitors

A

https://www.lexisnexis.co.uk/
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